&

* Numerical Methods

Completely Based on Syllabus of Pokhara University

_ @ For BE Civil, Civil and Rural, Computer,
Software, Electrical, IT, E_l_ectmnics

& Communicatiens, Civi'ior Diploma
Holders and BCA. ;

ulx, 1)

-

“SALIENT FEATURES
1. Compreheni;imera e of the S j[abur”/__f Toe

2. Complete Board Exam Qestiofi Soflitions from 2013 to 2020

3, Solve out 68 Examples and 49 Additional Questions

4. Step by Step Numerical Solutions With Procedure to iterate in

Programmable Calculator

5. Also Effective for TU, PU, MWU and KU
6. Programs in C and C++ Languages

Er, Sushant Bakhunchhe Er. Sanjaya Chauwal
B.E Electrical & Electronics

B.E Electrical

Scanned with CamScanner



Numerical Methods (3-1-3)

-

41
42
43
44
45
46
47

Solution of Linear Algebraic Equations

Ev .
: Theory Practical Total
Sessional 30 20 50
Final 50 i 50
Total 80 20 100
Course Objectives:
1. To introduce numerical methods for interpolation, regressions,
and root finding to the solution of problems.
2 To solve elementary matrix arithmetic problems analytically and
numerically "
% To find the solution of ordinary and partial differential equations.
ol To proved knowledge of relevant high level programming
language for computing, implementing, solving, and testing of
algorithms.
Course Contents: .
1. Solution'of Nonlinear Equations [10 hrs]
11 Review of calculus and Taylor's theorem
1.2 Errorsin numerical calculations
13 Bracketing methods for locating a root, initial approximation and
convergence criteria
14  False position method, secant method and :heir convergence,
Newton's method and I'[xed point iteration and their convergence,
2. Interp ion and Approx [7 hrs]
21  Lagrangian's polynomials
22 Newton's interpolation using dl[ference and divided dlfferences
23 Cubicsplinein terpolation
. 24, Curve fitting: Least square lines for linear and nonlinear data
3, Numerical Differentiation and Integration "+ [shrs]
31  Newton's differentiation formulas "
3.2  Newton-Cote's, Quadrature formulas ;
33  Trapezoidal and Simpson's Rules )
34 Gaussian integration algorithm 3
i i jon formulas j
35  Romberg integration fo AR

Matrices and their properties
Elimination methods, Gauss ]ordan method, pivoting

Method of far:tnr[zatlnn' Doiitile, ‘Crout's and Cholesky‘s methods

The Inverse of matrix

lll-conditional system
Iterative methods; Gauss Jacobi, Gauss Seidsi, Relaxation methods

Power method e T
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5. Solution of Ordinary Differential Equations [8 hrs}
51  Overview of initial and boundary value problems
52  The Taylor's series method
53  The Euler method and its modifications
5.4 « Huen's method
55  Runge-Kutta methods
5.6 ' Solution of higher order equations
57  Boundary value problems: Shooting method
6. Solution of Partial Differential Equations [5hrs]
6.1  Review of partial differential equations
62  Elliptical equations, parabolic equations, hyperbolic equations
¢ ' and their relevant examples
Laboratory: T .
Use of Matlab/Math-CAD/C/C++ or any other relevant high level
programming language for applied numerical analysis. The laboratory
experiments will consists of program development and testing of:
1. Solution of nonljnear equations
Z Interpolation, extrapolation, and regression
3 Differentiation and integration i
4 Linear systems of equations
5 Ordinary differential equations (ODEs)
i Partial differel?tial equations (PDEs]
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and Science', (8™ Edition), New Delhi: Khanna Publishers, 2010.
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Chapter

SOLUTION OF
NON-LINEAR EQUATIONS

A A

1.1 INTRODUCTION
Mathematical models for a wide variety of problems in engineering can be
formulated into equations of the form,

fix)=0 e (1)

where, x and f{x) may be real, complex or vector quantities. The solution .

process often involves finding the values are called the roots of the
equation. Since the function [x) becomes zero at these values, they are also
known as the zeros of the function f(x). Equation (1) may belong to one of
the following types of equations:

a) Algebraic equations.

b)  Polynomial equations.

c) Transcendental equations. .

Any function of one variable which does not graph asa straight line in two
dimensions or any function of twa variables which does not graph as a
plane in three dimensions, can be said to be non-linear.

Consider the function, y = f(x). f(x) is a linear function, if the dependent
variable y changes in direct proportion to the change in indépendent
variable x, For example, y = 6x + 10 isa linear function.
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2 A Complete Manual of Numerical Methods

On the other hand, f{x) Is sald to be non-linear If the response of th,
dependent variable y Is not In direct or exact proportion to the changes iy,
the independent variable x, For example/y = 2x? + 3 Is a non-linear functio,
) Algebraic equations - .
An equation of type ¥ = f(x) Is sald to be algebraic if it can be expressed ip
the form,

fiyn + Fnet Yot # omsen + iy +fo = 0 - (1)
where, i Is an i* order polynomial in x. Equation (1) can be thought of ag
having a general form

fix,y)=0 e (2)
This implies that equation (2) describes a dependence between the
variables x and v
Some examples of algebraic equations are,
i) 4% = 6y - 24 = 0 (linear)
ii) 3x + 4xy - 30 = 0 (non-linear)
These equations have an infinite number of pairs of values of x and y which
satisfy them,
b) . Polynomial Equations 3
Polynomial equations are a simple class of algebraic equations that are
represented as follows;

X" + Qpot X1+ b a1X + 3 = 0 aj

This is called nth degree polynomial and has n roots. The roots may be
i) Real and different

i) Real and repeated

ili)  Complex numbers

Since complex roots appear in pairs, if n is odd, then the polynomial ha:
atleast one real root. Some examples of polynomial equations are
i) et -x3+2x2=0

i) 3x-4x+8=0

c) Ti dental equatl hs '
A non-algebraic equation is called a transcendental equation. These includ

trigonometric, exponential and logarithmic functions. Some example o
transcendental equations are, :

i) 3msx-x=ol
if) logx-2=0 _

Y

iii) e'slnx-%“ﬂ

A transcendental equation may have a finite or an infinite number of rea
roots or inay not have real root at all,
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Solution of Non-linear Equations 3

1.2 ACCURACY OF NUMBERS
a)  Approximate Numbers

There are two types of numbers i.e,, exact and appr te. Exact numbers
. 8
are 1,2, 4,9, 13,3, 778, 14. 20, . etc. But there are numbers such 39§

(=1.6666666......), V5 (= 2.23606.....) and 7 [=3.141592....) which cannot be
expressed by a finite number of digits. These may be dpproximated by
nimbers 1.6666, 2.2360 and 3.1415 respectively. Such numbers which
represent the given numbers to a certain degree of accuracy are called

. approximate numbers,

\

b)  Significant Figure
The digits used to express a number are called significant digits [fgures)
Thus each of the numbers 3467, 4.689, 0.3692 contains four significant
figures while the numbers 0.00468, 0.000236 contain only three significant
figure since zero only help to fix the position of the decimal point. Similarly
the numbers 65000 and 8400.00 have two significant figures only.

\

c) Houndlng Off
There are numbers with large number of digits, for example: _‘.-‘"_

3.857142857. In practice, it is desirable to limit such numbers to a
manageable number off digits such as 3.85 or 3.857. This process of

- dropping unwanted digits is called rounding off.

Rules to Round off a Number to n' Significant Figures
i) Discard all digits to the right of the n* digit. -

" i) If this discarded number is,

a) Less than halfa unit in the n™ place, leave the n“= digjt unchanged.
b) Greater than half a unit in the n place, increase the n digit
by unity.

Exactly half a unit in the n place, increase the nt digit by

‘unity if it is odd otherwise leave it unchanged.
the following numbers rounded off to three significant figures

c)

For instance,
are; .
" 6893 to 6.89
3.678 to 3.68
11765 to 11.8° ; .
' 68254 to 682 : ; A

84767 to B4800
Also the numbers 6284359, 9.864651, 12, 464762 rounded off to four

places of decimal are ﬁ 2844 9,8646 and 12. 46-18 respectwely‘

5;!{&‘: bers th g.mdsd off to n~ulgnu1cant ngre forn dodmsl 'pleu:es]
lare said to hnnmut tgn slgrlﬂhant figures (or n decimal places). <
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4 A CompI:lc Manual of Numerical Methods

1.3 ERRORS IN NUMERICAL camuu'nnus

Approximation and errors are an integral part of human life. They are
unavoidable. Errors come in a variety of forms and sizes; some are
avoidable, some are not. For example, data conversion and round off errors
cannot be avoided but a human error can be eliminated. Although certain
errors cannot be eliminated completely, we must at least know the bounds
of these errors to make use of our final solution. It is therefore essential to
know how errors arise, how they grow during the numerical process and
how they affect the accuracy of a solution.

In any numerical computation, we come across the following types of

erTors.
i \
Modellin, Inherent ' Numerical
2 Blunders
errors errors erTors
Missing
informatio
Data Conversion Roundoff | | Truncation
errors errors errors errors

Missing
method

Figure 1.1: Taxonomy of errors

Numerical
method

_Hm " A

a)  Inherent Errors !
Ertors which are already present in the statement of a problem before its
- solution, are called inherent errors. Such errors arise leither Aheito, 1h
given data being approximate or due to the limitations of mathematical

tables, -caleulators or the  digital computer, Inherent errors can be
- minimized by taking better data or by u&mg high premsian compuung aids.
b) Rm.lluiln.‘ Errors .

' Rounding errors arise from thr: p:oceas of round!ng off the numbers during
the. ‘computation.,Such errors are ‘unavoidable in most of the caleulations | |
;Iduc to the I.inutal.mm of Lhe mmpuﬂng ajda Rn'undlng ermnz can, | |
I hwwar; be reduced, .
BIME the. l’-‘ﬂlﬂu.lllllﬂn p.ru:cdum 80 s W "Nd btraclmn nf
sarly equal numbers or division by a' .mgll.munher' ) L
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Bolution of Non-linear Equations 5

' OR,
i) By retaining at least one more significant g
tainin ) re ot e
that given in the data and rounding off at the last step s tan
¢)' . Truncation errors Lz
Truncation errors are caused by usin i
i approximale resull i
an infinite process by a finite one. If we are uslng a tl:t::n:.ln ;::“ﬂ'ﬂg
h-':“""‘: A :i:‘t:-d v:'ionl Itinmh of & diglts, rounding off of 13,658 gives 1"::;
whereas truncation gives 13,65, - it
ik gl 35, Truneation error is a type of algorithm
d)  Absolute, relative and percentage errors
If X s the true value of a quantity and X | i
A i 5 Its npproximate valu
|X =X te, |Error| is called the absolute error, Ea v lhmr'

The relative error is defined by E, = 5_;?)‘. 5 lTJ_Errbr]
£ rue value |

and, The percentage error is, B, = 100 B, = 100 | 5—%‘3 |

1 X be such a number that |X - X'| <X, then X is an upper limit on the

magnitude of absolute error and measures the HCCUTACY,

NOTE:
1. Thf:' relative and percentage errors are independent of the units used
while absolute error 1s expressed in terms of these units.

o
2 If a number is correct to n decimal places, then the error = lg . For

example, if the number is 3.1416 correct to 4 decimal places, then

o
the error = "—lg = 0.0005.

1. Inherent Errors,

Inherent errors are those types of ertor that are present in the data
supplied to the model. Inherent errors (also known as input efforts] contain
two components, riamely, data errors and conversion errors.

A. Data errors or empirical errors

Data errors arises when data for a problem are obtained by some
experimental means and are, therefore, of limited accuracy and precision.
This may be due to some limitations in instrumentation and reading and
therefore may be unavoidable, A physical nieasurement, such as voltage,
time period, current, distance cannot be exact. It is therefore important to
remember that there is no use in performing arithmetic operations to, say,
four decimal places when the original data themselves are only correct to
two decimal places.

B. Conversion errors or representation errors

Conversion errors arises due to the limitations of the computer to store the
data exactly. Many numbers cannot be represented exactly in a given
number of decimal digits, In sonme cases, @ decimal number 0.1 has a non
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6 A Complete Manual of Numerical Methods:

terminating:binary farm like 0.00011001100110011....... but the corll:puhlar
retains only a specified number of bits, Thus, If we add 10 such r:Imffm n
a computer; the result will not be exactly 1.0 because of round off error
during the conversion of 0.1 to binary form.

2. Numerical Etrora i

Numerical errors are introduced during the process of Implementation of 3
numerical method. The tatal numerical error Is the summation of round off
errors and truncation errors. The total errors can be reduced by devising -
suitable techniques for implementing the solution.

A, Round off errots

Round off errors accurs when a fixed number of digits are used_to represent
exact numbers. Since the numbers are stored at every stage of computation,
round off error is introduced at end of every arithmetic operation,
individual round off error could be very small, but cumulative effe
series of computations can be very significant.

Rounding a number can be dohe in two ways. One is known as chopping
and other is known as symmetric roundin g
) Chopping

In chopping, the extra digits are dropped, This is called truncating
the number, Suppose we are using a computer with 3 fixed word
length of four as 3245687 and the digits 687 will be dropped.

] Symmetric error
" Inthe symmetric round
Is "rounded up® by 1ify

hence,
ct of a

off method, the last retained significant digit
he first discarded digit is larger or equal to 5;
otherwise, the retained digit is unchanged, For example, the number
3245687 woulq become 3246 ang the number 332342 would
become 33,23, :

B, Truncation errors
Truncation errors arise from using an approximation in place of an exa
mathematical proceduf‘e‘ Typically, it |5 the error resl:uttng from tht:
truncation of the numerjey) Process. Many of the iterative procedures used
in numerical computing are Inﬂn(te. and, hence, knnwiedge of this error is
important. Truncatign ErTor can be redyced by using a better numerical
model which usually increages e number of arithmetic operations. For
example; in numerical Integration, the truncation error can pe reduced by
Increasing the number of points at which the function |y integrated. But
care should be exercised to see that the roung off errar which is bound to
Increase due to Increase In arithmetj Aperations does not off.set the
reduction In truncation error. .
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Solution of Non-linear Equations T

3. Modelling Errors
t Mathematical models are the basis for numerical solutions. They are
formulated to represent physical processes using certain parameters
involved in the situations. In many situations, it is impractical or impossible
to include all of the real problem and hence certain simplifying assumptions
are made. Since a model is a basic input to the numerical process, no
numerical method will provide adequate result if the model is erroneously
conceived and formulated. We can reduce these types of errors by refining
or enlarging the models by incorporating more features. But the
.enhancement may make the model more difficult to solve or may take more
time to implement the solution process. It is also not always true that an
enhanced model will provide better results. We must note that modelling,
data quality and computation go hand in hand. An overly refined model
with inaccurate data or an inadequate computer may not be meaningful. On
the other hand, an oversimplified model may produce a result that is
unacceptable, It is, therefore, necessary to strike a balance ‘between the
level of accuracy and the complexity of the model.
4. Blunders
Blunders are errors that are caused due to human imperfection. As the
name indicates, such errors may cause a very serious disaster in the result
Since these errors are due to human mistakes, it should be possible to avoid
them to a large extent by acquiring a sound knowledge of all aspects of the
problem as well as the numérical process. ’
Human errors can occur at any stage of the numerical processing cycle.
Some common types of errors are;
i) Lack of understanding of the problem
i) Wrong assumptions .
iii)  Oyerlooking of some basic assumptions required for formulating the
z model. 5 '
‘i)  Errors in deriving the mathematical equation or using a model that
does not describe adequately the physical system under study. -
v) Selecting a wrong numerical method for solving the mathematical
model. : g ¢
vi) Selectingawrong algorithm for implementing the numerical method. -
vii)  Making mistakes in the computer program such as testing a real
: number for zero and using < symbol in place of > symbol.
viii)  Mistakes of data input such as misprints, giving values column-wise
instead of row-wise to a matrix; forgetting a negative sign etc.
ix)  Wrong guessing of initial values i
All these mistakes can be avoided through a reasonable understanding of
the problem, and the numerical solution methods, and use of good
programming techniques and tools, :
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Round off the numbers 865250 and 37.46235 to four significant figures ang
compute E,, E,, E, In each case. .
Solution: ;
i) Number rounded off to four significant figures = 865200
*  Ea=|X-X|=|B65250 - 865200] = 50

X-x 50 5
E= 'T‘ =Be5255 =671 x 10

Ep=E- % 100=671=10"
ii) Number rounded off to four significant figures = 37.46
: E.=|X-X'| =|37.46235 - 37.46000) = 0.00235
X-X'| 000235 &
b 5] - S 6210
‘Ea=Erx 100= 627 x 10

Find the absolute error and relative error in f§ + 7 + /8 correct to 4
significant digits.

Solution:
Given that;
V6= 2.449
V7 =2.646
VB =282
S 8= BT e 2040, 2646+ 2.828 = 7,923
Then the absolute errorEsin § js,
Ea=0.0005 + 00007 + 0.0004 = 00016
Ows that S is earrect to 3 significant digits only. Hence, we take § =

This sh
7.92,
Then the relative error,

E: 0.0016 *
Er=‘§'=Tg—2-—= 0.0002 :

The function f(x) = tan"" x can be expanded as, tan x = x X, X

ot 2™ i ; ] AYE "
+ (1) 2n =1 * " Find n such that the series determine tan™' X correct
to eight significant digits at x = 1. 0 :
Solution: . : -
If we retain n terms in the expansion of tan-! i, thep fn+ 1)® term,

nxh:lu _1"r 2 !
=GN gy T=2ns Tlorx=
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Solution of Non-linear Equations 9

To.determine tan-! (1) correct to eight significant digits accuracy

‘-1{“ 1
me1|<2"10°

ie. 2n+1>2x10%0rn> 10"_%

Hence, value of n= 10"+ 1

Example 1.4

Which of the following numbers has the rediss
a) 4.3201
b) 432
c) 4.320106

Solution:

'a) 4.3201 has a precision of 10

b) 4.32 has a precision of 107

) 4,320106 has a precision of 107

The last number (4.320106) has the greatest precision

Example 1.5

What Is the y of the ing bers?
a) 95.763
b) 0.008472
c) 0.0456000
d) 36
] 3600
3600.00
Solution:
a) 95763
Ans: 95.763 has five mgm!‘can[ digits.
b)  0.008472

Ans: 0.008472 has four sigmﬁcant digits. The leadmg or higher nrder
zeros are only place holders.

¢ 0.0456000
Ans: 00456000 has six significant digits.

d 36
Ans: 36 has two sigmﬁmnt digits.
e) 3600 :
Ans: Accuracy is not fixed. :
D 360000 \ :
t the-zeros were

Ans: 3600.00 has six significant digits. Note tha
made significant by writing 00 after 3600.
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Example 1.6

Find the error if the X = 0.00545828 is,

) Truncated to three decimal digitn.
1y Rounded off to three decimal digits.

Solution:
Given that;

ii)

1.4

. X=0,00545828 = 0,545828 = 1072

After truncation to three decimal places, its approximate value
X'=0545x 107 E
2 Absolute error = |X - X'| = 0.000828 x 1072
=0.828x 10
After rounding off to three decimal places, its approximate value
A'=0546x%107
Absolute error = [X - X
=0.545828 - 0.546 | » 107
=0.000172 x 107 =0.172 x 10°°

ITERATIVE METHODS

An iterative method begins with an approximate value of the root which is
generally obtained with the help of intermediate value property of the
equation. This initial.approximation is then successively improved iteration
by iteration and this process stops when the desired level of accuracy is
achieved. The various {terative methods begin their process with one or
more initial approximations. Based on the number of initial approximations
used, these iterative methods are divided into two categories. Bracketing
methods and open-end methods. . ;

Root Finding
Technigues

Dpen-emi
methods

: ¥ ¥
Newton-Raphson| [ Muller's | [Horner's| -
method method method

Bracketing
methods

Secant - Iteration

method method

Bracketing methods begln with two initial approximations which bracket
the root. Then the width of this bracket is systematically reduced until the
root is reached to desired accuracy, The commonly used methods in this
category are; - ; !
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Solution of Non-linear Equations 11

1. Graphical method

2. Bisection method

3. Method of false position

Open-end methods are used on formula which require a single starting

value or two starting values which do not necessarily bracket the root.

Open end methods may diverge as the computation progress but when they

do converge they usually do so much faster than bracketing method, The

following methods fall under this category.

: Secant method

2. Iteration method

3.  Newton-Raphson method

4,- Muller's method 5

5. 'Horner's method ) '

6. Lin-Bairstow method

It may be noted that the bracketing method require to find sign changes in
* the function during every iteration. Open end methods do not require this,

1.4.1Starting and Stopping an Iterative Process

A.  Starling the Process .

Before an iterative process is initiated, we have to determine either an

approximate value of root or a "sparch” interval that contains a root. One

simple method of guessing starting points is to plot the curve of f(x) and to ~

identify a search interval near the root of interest, Graphical representau‘_nq
_of a function cannot only provide us rough estimates of the roots but also

help us in understanding the properties of the function, there by iflentifying

possible problems in numerical computing. In case of pniymi’mals, many

theoretical relationships between roots and coefficients are available.

B.  Largest Possible Root 2
For a polynomial represented by,
£(X) = 2nX" + 81 X0 + e AL X+ 0
The largest possible root is given by,
. M ¢

Xi1= an :

“This value is taken as the initial representaﬁaﬁ when no other value is
suggested by the knowledge of the problem at hand,
C. 'Search Bracket

Another relationship that mig
intervals that contain the real roots of a polynomial is,

2 : [y
5 EISY 3_"'i) :
1< ( an) “ ( an - . i
maximum absolate value of

ght be useful for determining the search

v

where, x is the root of the polynomial. Then, the
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the root is;
o[ () -2(5)

This means that no root exceeds Xms

real roots lie within the interval (=] Xmal, |xenas])- s
“Fhere is yet another relationship that suggests an Interval for roots. All real

roots  satisfy the inequality.

in absolute magnitude and thus, all

<1 +F!1:T max {(acl, [atl, e, [20-1]}

where, the 'max’ denates the maximum of the absolute values |aol, |ai, ...

|asl.

D. Stopplng Criterlon
An iterative process must be terminated at some stage. When? We must

have an objective criterion for deciding when to stop the process. We fnay .
use one (or combination) of the following tests, depending on the behaviour
of the function, to terminate the process.

i) | %1 = %) = Ea (absolute errorin x)

ii) Xi+l = Xi

Xis1
i) [f(x1)] <E (value of function at root)
V)1 () - f(x))| < E (difference in function values)
v) 1f0)| € Fonss (large function value)
vi) ]x|_| £ XL (large value of x)

Here, xi répresents the estimate of the root at i jteration and f(x) is the
value of the function at x..

| < Er (Relative errorinx), x # 0

Theré_may be situations where these ‘tests may fail when used alone.
Sometimes even a combination of two tests may fail. A practical
convergence test should use a combination of these tests, In cas

it here we
do not kriow whether the process conver, ks
'E&s or not, we mu; o
the number of iterations, like 3 st have a limit on

Iterations 2 N (limit on Iterations)

1.5 BISECTION METHOD OR BINARY CHOPPING METHOD OR
BOLZANO OR HALF INTERVAL OR BINARY SEARCH METHOD

The bisection method is one of the simplest and mo
methads for the solution of non-linear equations This mett
! : hod,
as Binary ghopping or half-interval method, ‘relies on the fact tl:slastalfki?:)wi!;
real and continuous In the interval a < x < b and f(a) and f(b) are of opposite
;ings. that is f(a) f{b) < 0, then, there Is at least one real root in the interval |
etween a and b, (There may be more than one root In the interval),

st reliable of iterative
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Solution of Non-linear Equations 13

Let xi = a and xz = b. Let us also define another point x to be the midpoint
between a and b. That is, :

X+ ¥

x="7p
Now, there exists the following three conditions,
a) If f{(x0) = 0, we have a root at xq
b)  Iff{xa) f(x1) < 0, there is a root between xo and x
c)  Iff(xa) f(x2) < 0, there is a root between xo and x;
It follows that by testing the sign of the function at midpoint, we can deduce
which part of the interval contains the root. This is illustrated in figure 1.2
which shows that, sine f(xg) and f(xz) are of opposite sign, a root lies
between xo and xz. We can further divide this subinterval into two halves to
locate a new subinterval containing the halves to locate a new subinterval
containing the root. This process can be repeated until the interval
containing the root is as small as we desire.

f

flx)

Figure 1.2: IMustration of bisection method

NOTE: -
Since Hn, new interval contaming the root, is emcﬂy hali‘ the 1en|;1.h of the

the interval Mdth is reduced by a factor ﬂfg at each step, At
jb al it

prwlou,a one,

Ihe end of the nh sbep, the new mlenra] will therefore bc of lengu:

ess 1 times, the latest mtcrval is as small as g;ven E,

mrepeatmgﬂuspmc

Beermen: 9. g ©oo A Bay A
b)  As the error decreases with each step by a factor ofi(i.e.. B = 2),
the convergence In the bisection method is linear.
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1.5.1 Algorithm for Bisection Method

?)t:(‘:;ie initial values for x: and xz and stopping criterion, E.
= () and fz2 = f(xa).
?::'t“::il 0, r:{n a]md %2 do not bracket any root and go to step B;
otherwise continue.
Compute %o = (x: +x2)/2 and compute fo = f(x0).
1Ffy x fo < 0, then
setxz=Xo
else
set Xy = Xo-
setfi=fo
If absolute value of (x2 - x1)/xzs less than error Eq then,
‘oot = (x1 + x2)/2
write the value of root
o to step 8
else .
go to step 5 :

Stop.

i)
ii)

iif)

v)
vii)

1 5.2 Advantages of Bisection Method

Convergent is guaranteed
_ Bisection method is brackenrng method and it is always convergent.
Error can be controlled :

In Bisectlonmethud increasing 1y on al Ly
3 umber ti 'ways Y'ems
14 of iteration lwa

Does not involve cumpiex call:u]al:lnns
Bisection method does not require any complex calculations. .To

perform this method, all we
B need is to calculate average of two

* Guaranteed error bound -
In'this methud there Is guarantes error buund and it decr ith
‘each successive iteration, The error bound decre eas,‘es %
iteration, i 2 i
Bisection method is fast in case of multiple roots,
The function does not have to be diﬁ“arentiab]e

1.5.3 Dispdvantages of Bisection Method

1

Slow rate of convergence .
Although convergence of hisection method |

s "
gene I slnr, Buarantged, it is
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if) Choosing one gu'ess'close to root has no advantage choosing one
guess close to the root may result in requiring many iterations to

converge.

fii)  Cannot find root of some equations. For examiple, f{x) = x? as there

are no bracketing values.
iv) * Ithaslinear rate of convergence,
v) It fails to determine complex roots.

vi)  Itcannot be applied if there are discontinuities in the gﬁess interval.

Example 1.7

Find the root of the equation cos x = xe" using the Bisection method correct

to four decimal places.
Solution:
Let, f(x) = cosx - xe*
Since, f{0)=1
f{1)=-2.18
50, a root lies between 0 and 1.

” 1
o First approximation, x1 =5 (0 + 1) = 0.5

Now, ;
f(x1) = 0.05 and f{1) = -2.18
Hence, the root lies between 1 ﬁnd x1=0.5

~ Second approximation, Xz =-§ (0.5+1)=075

Now, ; )
f(x2) = -0.86 and f{0.5) = 0.05
‘Hence, the root lies between 0.5 a}l:ld 0.75
4 . Third approximation, X3 =75 (lfl..S +0.75) = 0.625
Now, : - s

fxs) = -0.36 and f(0.5) = 0.05
Hence, the root lies between 0.5 and 0.625

i ] 1 3
% Fourth approximation, X+ =5 (0.5 + 0,625) = 0.5625

Now, ; . :
f(x) = -0.14 and (0.5) = 0.05
Hence, the root lies between 0.5 and 0.5625

1 =
o Fifth apprﬂxlmaﬁon, X5 = z [D.‘S + 05625] 0.5312

Now,

f(xs) = -0.04 and f(0.5) = 0.05
Hence, the root lies between 0.5 and 0.5312

% Sixth approximation, xs= (0.5 +05312) = 05156
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g )=-248
40,5156

= (051564 1) 07178

" (i = 000655 and {1
Hence, the root lies betweer 1 ani

seventh appmximaﬁc n, 7
Now, :
f(x) = -0.7182 and f(0.5) = 0.05
Hence, the root lies petween 0.5 and 0.7178

Eight approximation, Xo = Lo5+07178)= 0.6089

Now,
f(xa) = -0.2991 and f{0.5) = 0.05
Hence, the root lies between 0.5 and 0.6089

Ninth approximation, ¥s =1 (05+0.6069) = 05544

_ Now,

f{xs) = -0.1149 and f(0.5) = 0.05
Hence, the root lies between 0.5 and 0.5544

Tenth approximation, Xio =% (0.5 + 0.5544) = 0.5272
Now, : E ;

f(xs0) =-0.02896 and f(0.5) = 0.05
Hence, the root lies between 0.5 and 0.5272

11" i £3 ; ;

(1 approximation, xn =5 (0.5 + 0.5272) = 0.5136'
Now, :
f(x1y) = 0.0126 and f{1) = -2.18
Hence, :I?e desired approximatipn to the root is 0.5136
Alternative method
Let, f(x) =xe*-cosx

The initial guess be
%0 =0, f[{)]:'ueo_.cos (0]3»—-1(0
m=1 r“1)=1°‘_’cos(1]=2.1?'f>0' :

Je,  rootlies between 0 and 1,
“ x=0andxy=1
Now, first approximated root using bisection method,
Ky SMutxy 0+1 . I i
A A el

o

& fixw) = 0.5 x 0% - cos (0.5) = -0.053 < 0
) Now root lles between 0,5 and 1.
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Remaining iterations are solved in Tabular form,

Iteration | Xy %) Xy M) XN (%)
1 0 -1 1 2177 0.5 ~0.053
2 0.5 =0.053 | 1 2.177 0.75 0.8560
3 0.5 -0.053 0.75 | 0.8560 | 0.625 | 03566
4 0.5 -0.053 | 0.625 | 03566 | 0.5625 | 0.1412
5 0.5 -0.053 | 05625 | 0.1412 | 05312 | 0.0413
6 0.5 -0.053 | 05312 | 0.0413 | 05156 | -0.0065
7 0.5156 | -0.0065 | 0.5312 | 0.0413 | 0.5234 | 0.0172
8 05156 | -0.0065 | 0.5234 | 0.0172 | 05195 | 0.0053 |
9 0.5156 | -0.0065 | 05195 | 0.0053 | 05175 | -0.0007 |
10 0.5175 | -0.0007 | 05195 | 0.0053 | 0.5185 | 0.0022
11 0.5175 | -0.0007 | 05185 | 0.0022 | 0.5180 | 0.0007
12 0.5175 | -0.0007 | 0.5180 | 0.0007 | 0.5177 | -0.0001
13 0.5177 | -0.0001 | 05180 | 0.0007 | 0.5178 | 0.0001
14 05177 | -0.0001 | 0.5178 | 0.0001 | 0.5177 | -0.0001 |

L 15 05177 | -0.001 | 05178 | 0.0001 | 05177 | -0.0001 |

" Here, the value of xy do not change up to 4 decimal places, so required root
of given function is 0.5177.
1.6 FALSE POSITION OR REGULA-FALSI OR INTERPOLATION
METHOD :

This is the oldest method of finding the real roots of an equation f(x) = 0

and closely resembles thebisection method.
Here, we choose two points xo and x: such that f{xo) and f(x) are of

opposite signs ie, the graph of y = f(x) crosses the x-axis between these

points. This indicates that a root lies between %) and xi and Eanseque\nﬂy
f(xq) f(x1) < 0. .
/

[ Ats el

X II x
S: By ()]
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ning the points A [xo. f(xo)) and B [x, f(x1)] is,

Equation of the chord jol
] = IX 2
y-ﬂm] = x=-Xo [x xa)
This method consists in replacing the curve AB by means of the chord AB

hord with the x-axis as an
king the point of intersection of the |
: ::::m;gatin nF::o the root. So the abscissa of the point where the x-axis

{y =0) isgiven by,

-Xn
Xe=X0= Ty ) | ) (1)

which is an approximation to the root. I
If nuw'ﬂxa} and f(xz) are of opposite signs, then the root lies between xo angd
x2 So replacing x: by x2in (1), we obtain the next approximation Xs. The
root could as well lie between 1 and xz and we would obtain x3 accordingly,
This procedure is repeated until the root is found to the desired accuracy.
The iteration process based on (1) is known as the method of false position.
" This method has linear rate of convergence which is faster than that of the
bisection method.

1.6.1 Algorithm for False Position Method
1, . Start. !
" Define function f(x)
Choose initial guesses xo and x such that f(xo) f(x1) < 0 -
Choose pre-specified tolerance error
Calculate new approximated root as

X2 = xa - ((x0 = x1) f(x0))/ (120} - £(31))
6 Calculate f[xo) fxz)

a) ., Iff(xo) f(xz) < 0, then %o = xp and x; = %3

b) 1 f(xq) f{x2) > 0, then xo = xz and %1 = x;

L iE) I f(x0) f{x2) = 0, then go to (8)

7. If|f(x)| > e, then goto (5), otherwise go to (8)
8. Display x2 as roat, ;
9. Stop.

A major difference between this algorithm and the bisection a]g;:rlthrn is
the way Xz is computed. ) 1

EIEY

'1.6.2 Advantages of Regula-Falsi Method

i) . Itdoes not require the derivative cﬂ;u\aﬁons.

if)  Thismethod has first order rate of convergence i,
- convergent It always converges. R

i) Itisa quick method,

itis linearly

al Methods !
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1.6.3 Disadvantages of Regula-Falsi Method
i) Itis used to calculate only a single unknown in the equation,
ii)  Asit i:u Iﬂall a:'n: erhror method, in some cases it may take large time
span calcula
pfwce ° € the correct root and there by slowing down the
iii)  Itcan't predict number of Iterations to reach a given precision,
iv)  Itcan beless precise than bisection method,
Example 1.8 5
the root of t : method
:-:r;:ur d:iqmal pr;:c:l:lﬂﬁﬂn 08 X'= xe" using the regular-falsi correct
Solution:
Let, f{x)=cosx-xex_gp
Here, f(0)=cos0-0xe?=1
f(1)=cos1-e=2.1770g
ie, therootlies between 0 and 1
i) - Takingxp=0,% =1, f(x0) =1 and f(x2) =-2.17798
In the regular-falsi method, we get,

X =0 F SR () = 0 4 5k 1 = 031467
%1) = f{xn) 317798 ki
Now, :
f(0.31467) = 0.51987 i.e, the root lies between 0.31467 and 1
i) Taking xo = 0.31467, x, = 1, f{xo) = 0.51987 f{x;) =-2.17798
S x=031467 +‘2‘:6m;_;2“83%x 0.51987 = 0.44673

Now,
i f(0.44673) = 0.20356 i.e, the root lies batween 0.44673 and 1

i) Takingxo = 0.44673,x:1 =1, f[x.n] =0.20356, f(x;) =-2.17798

0.55327 :
Xe= 044673 + 5351 ¢y = 0.20356 = 0.49402

Repeating this.process, the successive approximations are,
‘X5 = 0.50995, xs = 0.51520, x7 = 0.51692
¥ =0.51748, x0 = 0.51767,, 310 = 0.51775

Hence, the root is 0.5177 correct to four decimal places

Alternative method )
Let,  f(x)=xex-cosx
The initial guess be,
xi=x0=0, f(xo)=0e°=~cos(0)=-1<0
f(x) =1e'=cos (1) =2.177>0

xy=x=1,
ie, root lies between 0 and 1.
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Using false position method,

5 (1-0)
X=X Ty ) [00) = 0= 177 4 1 % (+1) = 03147

& fxe)=-05197<0

Now root lies between 0.3147 and 1.
Solving other iterations in tabular form as follow,

i Bl giea : fl Xif = i s W

tw'l‘iohl \& f(KL] X | [(%u) |xy == T[XU]-I[XL] f(u)
1 0 -1 112177 0.3147 -0.5197
& 03147 | -0.5197 | 1 | 2177 0.4467 -0.2036
3 0.4467 | -0.2036 | 1 | 2177 0.4940 -0.0708
4 04940 | -0.0708 | 1 | 2177 0.5099 -0.0237
5 05099 | -0.0237 | 1 | 2177 05151 -0.0080
6 0.5151 | -0,0080 | 1 | 2177 . 0.5168 -0.0029
7 0.5168 | -0.0029 | 1 | 2.177 0.5174 -0.0010
8 05174 | -0.0010 | 1 | 2177 05177 -0.0004
9 0.5177 | -0.0004 | 1 | 2177 0.5177 ~0.0002

Here, the value of xy does not change up to 4 decimal places. Hence, the root

of given equation is 0.5177,

1.7 SECANT METHOD

This method is an important over the method of false position as it does not
require the condition f(xo) f(x1) < 0 of that method. .
Here, also the graph of the function ¥ = f(x) is approximated by a secant line
but at each iteration, two most recent approximations to the root are used
to find out the next approximation. Also, it is not necessary that the interval

must contain the root.
+ ¥

g

)

Figure: 1.4

=
.
i

|
:
i
X

orpemmmmmm——-

:
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5 ;
 Taking xo, %: as the Initial mlts of the intervel, we virite the equation of the *
chord joining these as,
_ f(x4) - f{xq)

y-fia)= X1 =Xn (x=x1)

Then the abscissa of the point where it crosses the s-axls (y = 0) is given by,

, Ni=Xo

X=X ) - M) ')
which is an apl’mxmlal‘lnn to the root. The general formula for successive
approximation is, therefure, given b'y

= Xn-1

Nnel = Xp = H_*f(x.‘] (%) M(%a), n =
|f at any integration f(x) = f(x..1), this methad fails and shows that it does
not converge necessarily, This is a drawback of secant method over false
pgs:lmn which always converges. But if the sccant methed once converges,
its rate of cofivergence 15 1.6 which Is faster thau that of die mediod of false

pusition. ,
1.7.1 Algorithm for Secant Method
s 8 Start.

Decide two initial polnts xo and %, accwracy level required, E.
Compute fo= f[xa} and fi = f{xa) and fi = f{x1)

2
3

faxo = foxs
4. Compute xz2 = W
5

Test for accuracy of xz.

> Ey then

X2=X1
Ifl——'

setxo=xiandfo=fi
setx; = xz and fi = f{(x2)

go tostep 4
otherwise

set root = X2
| print results

Stop. B
1.7.2 Advantages of Secant Method
ter than a linear rate,

so that it is more rapidly

f) It converges at fas
convergent than the bisection method.
i) It requires only pne function evaluation per lteratlon. as mmpared
with Newton's method whlch requires two. S
e of derlvative of the function, something

fif) It does not require ‘the us

that is not avallable in a number of applications.
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1.7.3 Disad

tages of S

——
d Method

i) It may not converge i.e., may diverge.
i) There is no guaranteed error bound for the computed iterates

Let f{x) = xe* - cos x
x0=0and x: = 1 be the initial guesses
f(x0) = 0e® - cos (D) = -1
f(x1) = 1e! - cos (1) = 2.1779

Then, next approximated root by secant method is given by,

X2=x1 -

!IMHX -Knl_ n
f[:u)—lf(xn] =1 ———{——12_1?,9_ 1) = 03146

_21779(1-0

f(x) = 0.3146 "M% - cos (0,3146) = -0.5200

Iteration| x,, | y
1 0
S
3 | 03140
4 | 04467
5 | 05317
6 0510

Here, the value of « .

Hence, the roat of the equation s 15177

T - P i Bl 48
21779 0.3146| 05200 |04467

) :-_:{Il’l 5 E i1y )
-02036 05317 o4z
0.0429 1

| "
e

Now, solving other iterations in tabular form as follows

. TR | Ifhr} | Xnaey
—
21779 03146 -0

04467 | -0.2036 (05317 0.0429
I 10516912 6ont0
0 '.',“'. 1.74s10" n:l?‘.‘! .|,.1',-'.4__|.£‘_

it fn

decimal places

1.8 NEWTON-RAPHSON METHOD

Let xo be an approsimate root o

exact root, then f{x,) = 0,
 Expanding f(xa + h) by Taylor's series

F'the equation f(x) = 0, If x, = %o + h be the

2
f{x0) + hf(xa) + ']21—' (x0) + covesees =(0)

Since h is small, neglecting h* and higher powers of

f(x0) + hf (%) = 0

Xn
o h=-foet
i !}xnl
X = X0~ P lxa)

hi we get,

+ A closer approximation to the root is given by
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similarly starting with x1, a still better approximation x: is given by,

X=X -%ﬁ]]'
In general,

3 %)

.Xmi=xl'f|(xn} (n=0, : Fopr SR,
which is known as the Newton Raphson formula or Newton's iteration
formula. )

NOTE: .
iyt Newton's method is ‘useful in cases of large values of f(x) Le., when
the graph of flx) while crossing the x-axis is nearly vertical.

If £(x) is small in the vicinity of the root, then by (1), h will be large

m_d the computation of the root is slow or may not be possible, Thus

this method is not suitable in those cases where the graph of flx) is

nearly horizontal while crossing the x-axis.
2. Newton's method is generally used to improve the result obtained by
other methods. It is applicable to the solution of both algebraic and
) transcendental equations.

Newton's formula converges provided the initial approximation s is chosen
sufficiently close to the root. If it is not near the root, the procedure may
lead to an endless cycle. A bad initial choice will lead one astray. Thus a
proper choice of the initial guess is very important for the success of
Newton's method.

We have, I
ff)

$[%n) = Knet = Xn = I"(,:.)

In general,

1]
Ty
which gives

oy < XL
P'x) = (FeOr |
Since the iteration method converges if |4'(x)| < 1. So the Newton's formula
will cnr-wérge if, [f(x) F'(x)I < [F)[ in the interval cqnsmer@q. Assuming
f(x), F(x) and £'(x) to be continuous, we can select a smalll interval in the
. \dci;ﬂty of the root @, in which the above condition is satisfied. Hence, the
result. ] o e d y
Newton's method converges conditionally while the regular-Falsl method
always ¢onverges. However when the Newton-Raphson method 'conv:rﬁes
it _converges faster and Is preferred. The Newton-Raphson method has
second order?unwergence.
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1.8.1 Algorithm for Newton-Raphson Method

1 Swart % T
2, Assign an initial value to x; say %o
3 Evaluate f[xq) and F(xd).
4, Find the improved estimate of xo.
=y, fxa)
X1= X0~ P )
5. Check for accuracy of the latest estimate. Compare relative error to
a predefined value E. If ] )u;lxn < E, stop. Dtherwise, continue,
6. Replace o by x; and repeat steps 4 and 5.

—
Example 1.10

Find the root of the equation xe* = cos x using Newton Raphson method
correct to four decimal places.
Solution:
Let  f(x)=xet-cosx (1)
Differentiating equation (1) with respect to x

f(x) =xet+ e +sinx e (2)
From equatibn (1)
Let the initial guess be

X =0

f(xa) = 0e? - cos (0) = -1

F'(xa) = 0e® + ¢ + sin (0) = 1
Using Newton Raphson method, next approximated root is

X1 zxn-_t{%‘%={}-bl_l)'= 1
f(x1) =2.1779
Now, continuing process in tabular form
. [Iteration Xn f(%ne1)
T 0 21779 |
l 2 1 0.4603
R 0.6530 |_og4is |
! 4 05313 0.0416 05179 | 433x10"
I s 0.5179 433 x10* 05177 | _1.74x 10"
I_ 6 f 0.5177 -1.74 = 107 0.5177 -4.90 x 107

Here, the value of x».1 do not change up to 4 décimal‘pia};eg,
Hence, the desired root is 0.5177 of the equation,
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Ij_,s.z Some Deductions from Newton-Raphson Formula
+ We can derive the following result from the Newton's iteration funnulél:
" Iterative formula to find,

a)
b)
<)

d)

ﬁls Xart = Ka (2 - Nt

\l'ﬁisxm =% x.ﬁ%)

e deit)
\l‘ﬁ x‘"l-z k“"”!n

Wisson =1 0c- D]

1.8.3 Advantages of Newton-Raphson Method

]

ii)
iii)
iv)
v)
vi)
vii)
viii)

It converges fast if it converges, ie, in most case we get root in less
number of steps.

‘It requires only one guess.

Ithas simple formula so it is easy to program.

Formulation of this method is simple. So, it is very easy to apply.
Can be used to 'polish' a root found by other methods.

Easy to convert to multiple dimensions.

tis suitable for large size system.

Itis faster, reliable and the results are accurate,

1.8.4 Disadvantages of Newton-Raphson Method

i) Division by zero problem can occur.

ii) Inflection point issue might occur,

ili)  Incase of multiple roots, this method converges slowly.

iv)  Near local maxima and local minima, due to oscillation, its convergence
is slow.

v),  Rootjumping might take place thereby not getting intended solution.

vi)  More complicated to code, particularly when implementing sparse

" matrix algorithms. :

vii)  Requires more memory.

vili) Must find the derivative

1.8 FIXED POINT ITEMTTONII_IETHUD

Any function in the form of,
f(x)=0 e [1)
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can be manipulated such that x is on the left-hand side of the equation as
‘shown below - : ! :

x=g(x) i e 2
Equation (1) and (2) are equivalent and therefore, a root of equation (2) is
also a root of equation (1). The root of equation (2) is given the point of
intersection of the curves y = x and y = g(x). This intersection point ig !
known as the fixed point of g(x). '

N

Figure 1.5: Fixed point iteration method
The above transformation can be obtained either by algebraic manipulation

of the given equation or by simply adding x to both sides of the equation for
‘example,

X-x+2=0
can be written as
Xx=x142
.or, x=x2+x'+2+x=x2+2x+2 '
Adding of x to both sides is normally dene in situations where the original
equation is not amenable to algebraic manipulations.
For example, tan x = 0
Would be put into the form of equation (2) by adding ¥ to both sides, That
Is,x:tanxﬂc._
The equation x.= g(x) is Known as the fixed point equation. If provides a
convenient form for predicting the value of X as a function of x, If xy is the
initial guess to'a root, then the next approximation is given by,
X = g'.[xn)' L ! 4
Further a'ppmxilm,atlun is given b_y, s
X2 =g (x1) £ SREC R e et
This iteration process can be expressed in general formas,
X =g(x),1=0,1,2,3, :

16T
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Which is called the fixed point iteration formula. This m
also known as the method of sticcessive a
substitution.

The algorithm is simple the iteration process would be {e;'_mlnatled when
the successive approximations agree within some specified error,

ethod of solution is
pproximation or method of direct

Coi of fixed point "-‘ method

Convergence of the iteration process depends on the nature of g[x). The
process converges only when the absolute value of the slope of y = g(x)
curve is less than the slope of y = x curve. Since the slope of y = x curve s I,
the necessary condition for convergence is g'(x) < 1,

y
=7 d

L. '

| SRR, S
| .

£
(a) Monotone converpence () Monotone divergence

1 2 ¥ X X

B(x)

S
X
iy
=t
=
£
-

i
I
H
'
i
I
'
I

| TR S

Xy B%
(b) Spiral convergence (d) Spiral divergence

Figire 1.6: Patterns of behaviour of fixed point iteration process '

We can theoretically prove this as follows;
The iteration formula is, ; _

xint = g(x)) ' ; : e
Let, ¢ be the root of the equation. Then, .

xe=g (x1) S0 Y

Scanned with CamScanner



28 A (:'omp'l.ete Manuual of Numerical Methods

Subtracting equation (3) form (4) yields.
xt= 1 =g () = g(x)

i (5)
According to the mdan value theorem, there is at least one point, say, x = R,
in the interval x and % such that,
() B = B(%)
g = e
This gives,

Bl = (%) = g'(R) (x - %)
Replacing this in equation (5), we get,
M=t = g'(R) (- %) e (6]
It e represents the error in ihe i iteration, then equation (6) becomes,
em=g(R)e
This shows that the error will decrease with each iteration onlyifg'(R)<1
Equation (6) implies the following,
i) Error decreases if g'(R) < 1
ii) Error grows if g'(R) >1

iii)  1fg'(R) is positive, the convergence is monotonic
iv)+  Ifg'(R) is negative, the convergence will be oscillatory
v)

The error is roughly proportional to (or less than) the error in the
previous step; the fixed point method is, therefore, said to be linearly
convergent. i

MExample 1.11

Locate root of the equation ** 4+ X - 2 = 0 using the fixed point iteration
method.

Solution:
The given equation can be expressed as,
x=2 - ;
Let us start with an Initial value of xo = 0
x=2-0=2 .
W=2-4=-2
x3=2-4=-2

Since %3 - Xz = 0, ~2 is on of the roots of the equation
Let us assume that xa= -1,
Then,
#1=2-1=1
T Xp=2-1=1
Another roat Is 1.
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1.9.1 Algorithm for Fixed Point Iteration Method for a

System
1. Start

2. Defineiteration function
~ Flxy)andGlxy)
3, ' Decide starting points xo and ys and error tolerance E
4 1 = Fxo, yo)
y1 = G{xa, yo)
If %1 - x| < E and
Iy1 - yol < E, then
solution obtained;

2 go to step 7
6. Otherwise, set
X0 =X
Yyo=yi
gotostep 4
7. Write values of xi and yi
8 Stop. !

1.9.2 Advantages of Fixed Point Iteration Method
i) Ease of implementation

ii) Constraints satisfied

iii) . Low cost per iteration
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BOARD EXAMINATION SOLVED QUESTIONS

1. mmwmlwmuhmmm}=ms:-h+1w
upto 3 decimal places using Bisection method, [zmmn
Solution: ;

f(x)=cosx-3x+1
Let initial guess be

x=0, f0)=cos(0)-3x041=250

x=1, f(1) = cos (1) - 3(1) + 1 = -1.4596 < 0
So root lies between x = 0 and x = 1 '
o ¥, =0andx, =1

Now, first approximated root usin g bisection method
XtXy 041

X=Tg == 05

f(xy) = 0.3775 > 0, s0 now root lies between 0.5 and 1
Remaining

3 iterations are solved in tabular form
R e T e, e
(%) = cos x, f(xy) = cos (%) = cos
Iteration| x, Xy
=3x 41 Ky =3xy+ 1
e R L AR
1 | 0] 2__ | 0.3775
2 0.5 03775 | 1 -0.5183
E] 05 | 03775 | 0 -0 -0.0640
; ¥ ::zs :?:;i g:ii _=0.0640 |0.5625| 0.1584
; ; 625 05937 0.0477
6 05937] 00477 | 0625 | -00840 0.6093] 7.95x107 |
2 ——— 7 | -0.0640 | L7 RaudlT |
7__|05937] 00477 | 0.6003 ~7.85%10" |0.6015[ 0.0199
B 0.6015 0.0199 0.6093 | -7.85.10" 0.6054| §07x10"
| ——| 0733 | 7.8
9 |06054] 6.07x10° | 06093 |-7.95x107 0.6073| _7.08x10"|
10 [06054] 607x107 | 0.6073 | 7.08m10" 10.6063| 2.86x107 |
SalioL e
11 |0:6063| 2.86x107 .| 0.6073 ~7.08x10"" [0.6068| 10710
I'———______ SSrderdbdntl, L
Here, the value of xy do not change u

pto 3 decimal places,
Hence, the positive root of the equation is 0.6068,
NOTE:

1*Procedure to iterate in programmable caleulator:
Let, A-xL.B-x.,.0=x...D-f{=qJ._E'ﬂXul.F-ﬂxn1
Step 1: Set the calculator in radian mode.
Step 2: Set the following in calculator as shown;

X + i
: 'A:B:C'.ﬂ“‘l,—.B\:D%ms

A—3ﬁ+l;E=ooeB_—3B+1:-- A
" F=cosC-3C+ 1/ |
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; Press CALC then,

Enter the vatue of A? then press =

Enter the value of B? then press =
”*mmm&-fmmmmmmmhm
_M'!Updﬂizﬂxwhxlm‘wmmhmmm

Btep 6: o 10 step 4, g

2 Calculate the root of non-linear equation 3x = cos x + 1 using secant
method. [2013/Fall]

Let, f{x)=3x-cosx-1
%= 0and x) = 1 be two initial guesses
f(xa) = -2 and [x,) = 14594
Then, next approaximated root by secant method is given by
HE - 5 1
Xp=x - J|_JL & J 1- 14 .‘,”‘ =0 05781
%1} = ) 14596 - (-2) 72T
f{x) = -0.1032 and now root hes between 1 and 05781

Now,m!wru-nilu- erations in ta twikat form ax follows
£ ey R T O T
o R e B e, = st
_'..-' uJ 2. | 1 0571 01032
____2 ] ! ] 1AL [o57HY L 1012 | D H059 | -l-ll?-- 10 1
3 057A 01032 [06059 42830 16071 [ Il'l
4 I'Inﬂ'-‘l: 420010 'l.u.%‘: 4l |._,.“ ne0Tl ™ 571s 10"

Here, the value of v do not change ap i 4 decimal places ”! nee, lhr ool

of given non-linear equation 1 w71

Procedure to lterate programmable calculator

et A X, B e, €= Ne D= i) B R o= flge

Stop 1: Sct the calculatar in radian mode.

Btep 21 Set the following in ealculator as shown;
A:D:D=3A-cosA-1:E=3B-cosB-1:Cn p- A=A,

| Fe3C-cosC-1

Step 3; Press CALC then.

& Enter the value of A? then press =

| Enter the value of B? then press =

| Step 4 Now press = = only, aphau:laplnmptthenlun{orm

m::dnmrue-dawm ~
mdnmuhek..ﬁn.

W&-wq‘ewmm
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equa 1 Newton
3 tlon x logys x = 1.2 by using
# ::‘:h:onm;tllmtl:utamh that the root must have error less than

[2013/Fall, 2018/Fall)

0.0001%.

Solution: ; i

Let, fx)=xlognx~-12 ;

Differentiating equation (1) with respect to x. d
F(x) =1 +logiox e (2)

From equation (1),

Let the initial guess be
xo=1, f(x0) = ~1.2, F(x0) = 1 _ .
Using Newton Raphson method, next approximated root is

" -1.2
x;=xn-%‘;]j=1—IT1=2-2
f(x1) = -0.4466
Now, continuing process in tabular form
: f(x..'l] 3
ool S ey o XalogioXa | Flxa) = 1 f(%n41) = Xnay
.'_'“’fﬁ_o.n. it e ) +logioxa | xh -ﬂ‘—lr[’;: 10g10Xe1 ~ 1.2
| 1o 13 1 2.2 -0.4466
2 2.2 -0,4466 1.3424 2.5326 -0.1779
3 [25326] 01779 1.4035 2.6593 -0.0704
4 126593  -0.0704 1.4247 2.7087 -0.0277
5 |27087] —o.0277 1.4327 2.7280 -0.0110
6 ki Gt 27280 | 00110 |
6 - |27280[ -0.0110 1.4358 27356 -4.39 % 1073
7 2756 -439x 107 [1.4370 2.7386 -1.78 x 107
8  |27386] _178x1p° 14375 .| 27398 -7.37 x 107
—— 0 -178x107 | BelLE b LB
3 RIS drae | 1437 | anas -3.01x 10~
) -737%107
10 12.7403] _301 410~ 1.4377 2.7405 -1.27 = 107
e
11 J27405) _137, 10

e ] EEE ]

14378 | 27405 | 503w10°
t change up to 4 decimal places and have error
equired root is 2.740s5,

Here, the value of xy.; do nof

less than 0.00019. Hence, r
NOTE: et ¥

+ Procedure to jterate in’

Let, A=, By,
Step 1: Set the eale
sn.'; 2

Programmable calculatgr:
C=f{x), D =X, B = fxn)
ulator in fadian mode,
q«r-mg'féllnwipg in caloilator gs shown!
A:BiAlogA-12¢ “E=DlogaD-12
8tep 3: Prews CALC then, .

= 1'\ * l!.:gmA :.D'__a-_&...%

. Enter the valug of a7 then press = : R _
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Here, the value of X..: do not change up to 4 decimal places, Hence, the root

Solution of Non-linear Equn:ilons 33

Step 4t Now press = only, ngain and n to get the val
M,ctm row for each column, o i et

! m 5: Updzte the values whun A? is nsked again,
"gtep 61 Go o step 4

4 Solve f(x) = 3x + sin x — e" by secant method up to 5" itaration.

o [2013/Spring, 2017/Fall]
n:
f(x) = 3x +sinx - e

Let, xo=0andx: =1 be two Initial guesses.
f(xs) == 1 and I'(:n} =1.1231
Then, next approximated root by secant method is given by

I || I)h Xﬂ!
" M) - f(x0)
. l1231(1-0) ;
1-q1231-(-) =% 4710
f(x2) = 0.2651
Now, solving up to 5" iteration in tabular form as follows
! M%a-1) = 3201 + Yot =Xn = | F{Kast) = Imant
Li Xae1 sin Xq-1 %n [S:") =it Ll #sin ke
e : 0= - Tet)) | —esant
0 -1 1 1.1231 0.4710 0.2651
1 11231 |04710| 0.2651 0.3075 -0.1348

04710 02651 [03075| -0.1348 | 03626 |5.44x107
103075| -0.1348 |0.3626(544x107 | 03604 |-5.42x10°
5 03626 5.44x107 |0.3604|-542x10°| 03604 |-184x10"

Ll R L

of the given equation is 0.3604.

NOTE: |
Procedure to iterate in programmable calculator;

Let, A = %wi, B = f{xoat), C = %a, D= flxa), B = |501), F = ﬂxml]

Btep 1: Set the calculator in radian mode.

Btep 2: Set the following in calculator: e

AiC:B=3A+sinA-eriD=3C#sinC=eS:E=C-"pTg

?-3E+sinE-e" '

Btep 3; Press CALC then,

Enter the value of A? then press *
Enter the value of C? then press =
Btep 4; Now press = only, again and: again 'to get the values for the
respective row for each column. {

Step 5; Update the values whei A? find Cis asked again. |,

lhqﬁtﬂam-upd,
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mmdmﬂm%mu

N The ation atana = 1 0ccurs

5 mp.:mundmubyumwpwdmma.;‘mﬂmu
mﬂmmdeﬁlmnlphm alSpring)

Solution:

Let, Hu)= atanc-1
Initial guess value be

a=0 f(o)=-1<0

a=1, (1) = 0.5574>0
so, _ rootbetweenc= ganda=1
X =0andxg=1
Now, first approxinfated root using bisection methol

ntx 0+l |
W=7 = 2 =05

f(xy) = -0.7268 <0
So root now lies between 0.5 and 1.

Remaining iterations are solved in tabular form
Remaining iterations are SOPE 72 2 ————————"1

f(xu) = Xu

d as closed end method

Iteration| % :’a{;i-x; *u ;(,’:l”-__x: “N"'l‘};zﬂ tan xy - 1
1 | o 5 1 | 05574 | 05 | -0.7268 |
2 05 | 07268 | 1 | 08574 | 075 -0.3013
3 075 | -03013 | 1 | 05574 | 0.B75 0.0477
4 075 | -03013 | 0875 | 0.0477 | 08125 | -0.1422
s 08125 | -0.1422 | 0875 | 0.0477 | 08437 | -0.0517

& |08437| -00517 | 0875 | 0.0477 | 08593 |-3.28x10°
7 | 08593 |-3.28x10%| 0875 | 0.0477 | 08671 | 0.0217
8 | 08593 |-328x10*|08671| 00217 | 08632 | 9.16x10”
9 | 08593 |-328x107|0.8632|9.16x107| 08612 | 2.76x10”
| 10 | 08593 |-3.28x107|0.8612|2.76x107| 08602 |-4.25x10"
11 | 08602 |-4.25x107|0.8612 |2.76x10°| 08607 | 1.16x10°”

" Here, fhe value of xy do not change up to 3 decimal places.
Hence, the positive real root of the equation is 0.8607.

‘| set the following in caleulator:

l J i
Procedure Lo iterate in preg able caletl Cqlinighe. T
Let, A=%,B=Mx),C~x, D fis), E=x Fmfig 1)
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x using Newton Ra on method hezmtlnvlc;.;?‘g,ﬁ;u’
golution: pring]
fx)=x?-3x+2
nmrendaﬁng equation (1) with respect to x g
. Px)=2x-3 . .
Let the Initial guess be e (2)
Bt f0) =0~ 34 (0) 3.5, o) =-3

Using Newton Raphson method, ey approximated root is

I Xa) . 2
X1 = X0~ o) = 0- (_3} =0.6667
1) = 0.4443
Now, continuing process in tabylar form.
=

Iteration | X» M) = 8- 3x, 4 2. f[x....]:;;,,_ﬂl'l (xaer) = 2k, -
% F(xa) I + 2

1 0 2

2 0.6667

3 0.9332

4 0.9960

5 09999 09999

Here, the value of %.,; do not change up to 4 decimal places,
Hence, the root of the equation is 0.9999,

NOTE: . L

Procedure to iterate in programmable caleulatar:

let, A=%x,B= fixn), € = %1, D = 1[3te1)

Set the following ini caleulator

a:B;=,\3-33+2;g-;\_-m—'3_§':nnc’-3c+z

. Find the square root of 7 using Newton Raphson method and fixed
Point iteration method correct up to 4 decimal digit.  [2014/Spring]
ution:

ForNewton Raphson method
b, x=\Rorxz-N=0
Taking f(x) = x2 - N
ve, .
Flg=2x : [ ;
Newton's formula gives, e Al

(%) 3 LN
J!éo|=x,-fx JHasl el '%(Xn*‘:)

Flxn) ™™ 20 =
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Now, taking N = 7, the above formula becomes

1 s
Xns1 ='E (Xn +

For itritial guess, taking approximate value qf\ﬁ

ie., ﬁu\ﬁ-}:‘\ﬁl—i=3

Cie,  wetakexo=3
Then, %1 = ';'(xn * ;7;) = %(EI + %) =2.6667
X2 = % (:n ¥ xl‘) =2.6458
X3= ‘21‘(:: + %) =2.6457
m%(x: +;?;) = 2.6457
Here, X3 = %4 upto 4 decimal places

Hence, the value of 47 is 2.6457
Now, for fixed point iteration method

xt=7
fix)=nt-7
Differentiating with respect to x,
Flx)=2x
Let initial guess be x; = 3
fx)=3-7=2 ”
Now, x*-7=0
or, 2x?-x2=7%
or, X REES
¥ 2%
. Sx
pote DRI e temen ol B 5T e SR (
First iteration
7
il

%1="5—= 2.6666

Error = [2.6666 - 3| = 0,3333
Second iteration

ﬁi‘gga- 2.6666 -
Xz = 7 =2.6458 i

Error =|2.6458 ~ 2.6666| = 0.0208

A
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Third jreration
55458 " 26458
K g = 26457
Error = |2.6457 - 2.6458| = 0,0001
fourth {teration
L
6457 2.6457
w=" g =264575
Error = |2.64575 - 2,6457| = 0.00005
Here, Xs = X4 up to 4 decimal places.
Hence, the value ofwﬁ is 2.64575

g-  The flux equatlon of an iron core electric clrcult Is given by f($) = 10
-2.1¢~-0.01 §". The steady state value of flux is obtained by solving
the equation f{$) = 0. By using any close end method, estimate the
steady state value of "¢" correct to 3 decimal places. [2014/Fall]

Solution: )
f{$)=10-2.14-0014°

Let Initial guess bie
x=d=4, . f(4)=10-21x4-001(4)=096>0
x=¢=5  f(5)=10-21x5-001x5'=-175<0

Soroot lies between x =4 andx =5
n=4andx;=5

Now, first approximated root using hisection method as close end method,

f[xn] = _0.4612 < 0 so now root lies between 4 ami 4, 5
R ing iterations are solved in tabular farm
. YRR

— 45

4 0.96 e LR
45 | 03612 | 425

“03612 | 4375

. 3073 45
A2p 1. 0 2375 | -0.0249 | 43125

00249 | 43437 |

7| 4375

” L1417 v -

43125) 014 3375 | -0.0249 | 43593 0.0170
00249 | 43671 |-3.78x10°

2671 |-a78+10° | 43632 | 663x10”
|~3.7610"
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63107 | 43671 |-3.78x10™"| 43651 | 1.55x10"
e 107 | 43671 |-3.78x107" | 43661 |-1.11x1¢3
oo l'lsj::m" 43661 [-1.11x10" | 4.3656 | 2.23x10%
v ::::; ;.23'10_4 4.3661 | -1,11x10| 4.3658 | -3,10x10+
Herel.zd-ne v'niue orx,:. do not change up to 3 decimal places.

Hence, the steady state value ofq.; is 4.3658

Sy fings Rt

'mmitmbe‘ progr
#%. B =1f(x),C*x,D= I'txul-E'xu.F fl*ui
hmﬁnwangmmmmr- 3
B=10-21A-0014": D-IO 21:: omc:

*A— PF=10-2.1E- 0.01 E?

8. Evaluate one of the real roots of the given equation xe* -~ cos x = ¢

by NR method accurate to at least 4'decimal places. [2014/Faly)
Solution:

Let f(x) = xe* - cos x -
Differentiating equation (1) with respect to x,

DRIERENE R A 8 (2)
From equation (1)
Let the initial guess be

Xo=0

f(xa) = 0e® - ¢os [0)=-1

0] = Det + e 1 gip =1
Usmg Newton Raphson method, next 5

Pproximated root is
f{xe) [ -
X1=Xg - P{Xo} =0~ 1 =1 I

f(u) = 2.1779
Now, continuing process in tabular form, :

i)

1

EE A O - I
056530 04603 - 05313 0.0416
0.5313,| - 0.0416 0.5179 4.33»104
0.5179 433 %10 05177 -1.74 x 107
05177." -L74x10* |- 05177 .

— ~4.90 x 107
Here, the value of x,,; donot change up to 4 decimal places, - -
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Heﬂm the deslred. rout is 0. 51?? ot‘the equat!nn.

.ﬁwedun 1o i(:rabe in pmmmahic cilmlulnr.'
M A-x,..B : A, C = X1y D = i) , - SERERL
mun hBoMng in mlcnlntar‘ : ¥

10. D'e'mrnlne the root of e = x* + cos 25 x usl an )
to four decimal place. Ll m“m[,:n:;::fl;

, Solution:
Letf{x)=e*-x*-cos 25 %
Let xo = 4 and x1 = 5 be two initial guesses
f(x0) = -10.2641 and f(x1) = 22.6254
Then, next approximated root by secant method is given by

T fx1] [x1 = %)
f(3) - f{xo)
5 226254(5-4)
5-772654 - (-10.2641) - #3210
f(xz) =-6.1371
Now, solving other iterations in tabular form as follows
ot f{xn-1) = ™= flxn) =%~ | xna=¥a= | (0t} =
I ot i X | 36— cos 25 [f(Xe)(Ra=Xeot)| et = et
S N o \j.us bl Xi [ (%) -1(%n-1) | ~c0525%n01
4 -10.2641 5 22,6254 43120 -6.1371
5 22,6254 4.3120| -6.1371 4.4587 -2.2048

23120] -6.1371 44587 -2.2048 45400 | -0.7681 |,
24587| -2.2048  |45409] -0.7681 45848 1.5611

45409| -0.7681 ' |45848| 15611 45553 | -0.0979
45848|. 15611 45553 -0.0979 45570 . | -0.0112
45553| 00979 |4.5570| -0.0112 45572 |-9.43x107
8 |45570] -0.0112  |4.5572 -9.43x10™ | 45572 3.39x107°

Here, the value of X1 do not change up to four decimal place.

Hence, the root of the equation is 4. 5572. .

o | e =

mwxmmmmmmm:calmlatw. fih

| Let, A = Xaot, B = fxo-t), C = Xa, D D = %n, E = Xon, F = flmn}

summmmmmlcnm:‘ T T
1 H _A )

A5G n =N oo 541D -eﬁ.-q°-.om_5r:..=s-_q-%‘%f‘=.
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1. The current i in an electric circult is given by | = 10 ™ sin 2rx whera
x s In seconds. Using NR method, find the value of x correct up to 3
decimal places for | = 2 ampere. ¢ [2015/Faln)

Solution:

Given that;
i=10e*sin2mx
Ati=2 Ampere
2 =10e* sin 2nx
Let, f(x)=10e*sin2mx-i e (1)
or,  f(x) = (10e~ sin 2xx) - 2 fori = 2 amp
Differentiating equation (1) with respect to x,
f(x) =10 (e* 2n cos 2rx - sin 2nx - e%)
=10 e (27 cos 2rx - sin 2nx) : )]
From equation (1),
Let the initial guess be,
X =0, f(xn) = 10e? sin0-2=-2
ljsil‘lgNewtnn“ pt thod, next approximated root is

oy o (2)
i T T T
() = -0.0773
Now, continuing process in tabular form

i 2 [(xn) | f{xnar) = 101
o A {(x.}:lnc.nsin L8 _xﬂ'l:x"_F(%n% $in 27 Xavs

i -2 . 00318 -0.0773

2 |n.031s] © -0.0778 0.0331 -2.45 x 107}

3 00331 z2asx107 0.0331 -1.20 x 107

Here_. the value of s do not change up to 3 decimal places:
Hence, the value of x is 0.0331 seconds.

. \
12,  Solve the equation log x - cos x = 0 correct fo three significant digit

after decimal using b g method, [2015/Fall)
Solution: -
Let ftx]_=lqu-cusx 3
Let initial guess be'

x=1, (1) =log (1) - ¢os (1) =-0.5403 <.0 -

x=2, f(2) =log (2) ~'cos (2) = 0.7171 > 0
S0, root lies between x = 1and x = 2 ’

& x=landx,=2
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Naw, first dpproximated root using bisection method,

XXy 142 )
WETP BT LS |
f{xn] =0.1053 > U 50 now root lies between 1 and 1.5,

g iterations are carried out in tabular form
fow=logx [ i) = log. xu XUhxy
—eas [T cos Xy |, x,‘_= g o
1 1 -0.5403 2 U.?l'?} 1.5
2 1 -0,5403 1.5 0.1053 1.25
3| 125 -0.2184 1.5 0.1053 1375
4 | 1.375 -0.0562 1.5 0.1053 1.4375
5 | 1.375 -0.0562 [1.4375] 0.0247 14062
6
7
8
9

14062| -0.0157 |14375| 0.0247 | 14218 | 4.39x10"
/1|1.4062| -0.0157 [14218 4.39x107 | 14140 | -570%10°
14140 570x10"* |14218| 439x107 | 14179 | _g55x10-
14179 -6.55x10" |1.4218| 4.39x107 | 1.4198 1.80x10°
10{1.4179| -6.55%x10™ |1.4198] 18x107 1.4188 5.09x10™
"[11]14179| -6.55x10" [1.4188] 5.09x10™ | 14183 -1.37x107*
Here, the value of xy do not change up to three significant digits after_
decimal. Hehce, the root of the equaﬂun is 1. 4183
Pmeedure to iterate in programmable cslculatm— i A, Wi

Let; A= x, B = fix), C=x, D= ﬂxul.Ev'me f{x)-]
Set the following in calculator:
'A_:C:B-lo_gA—co_aﬁ_:Df‘_lF'_E.C_

13.  Find the root of the equation x — 1.5 sin x — 2.5 = 0 using Newlon
Raphsom method so that relative error is less than 0.01%. [2015/Spring]

Solution:

Letf(x) =x- 1.5sinx- 2.5 e (1)

niﬁemnuéyng equation (1) with respect to X, o &
f(x)=1-15cosx e

From equation (1),

" Letthe initial guess be

X =3

f(x)=3-15sin(3)-2.5 =0.2883

f(xs) = 1 - 15 cos (3) = 2.4849
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Now, using Newton Raphson method, next approximated root is

_ f(xs) , 02883
X1= X0~ oy = 3 - 2.4849 = 2893

) = 1.624 x 107

Now rocess In tabular form. s
- .‘mﬁ.nfﬂm Tna) %o 1.5sinxaf Lo % N‘-’:’"‘?”'—i's

{‘“"‘“"" Xn g o1 = X0= P(ta) | i o1 2 25

| i S ; 0.2883 2.8839 1.624 m';

2 [28839] 1624x10” | 28032 -9.034 x 10°

[ 3 [28832] -9.034x10” 2.8832 _s250x10° |,

Here, the value of Xan do not change up to 4 decimal places and relative
error is also less than 0.01%. Hence, the root of the equation is 28832 .

Procedure to iterate in programmable calculator: g
Let, (A= %, B = fixs, € = X1, D = o)

 Set the following in calculater: Y 8 »
B=A-15 "‘““‘2-?’:0"’{‘1—1,5 oA
=C-15sinC-25 SRR

14. Find the root of the equation xe* = cos X using secant method
correct to four decimal place. [2015/Spring] .
Solution: 4

Let, f(x) =xe*-cosx :
%0 = 0 and x; = 1 be the initial guesses
f{xn) = De®-cos (0) =-1 .
f(x1))=1=el-cos (1) =21779
Then, next approximated root by secant method is given by,

_ fa)(u-xa) | 21779(1-0) .
%=X ) M) T LT 24779 (-1) - 03146
f[xz) = -0.5200 .
other iterations in tabular form as follows

~ M

|16 - )|

%
0 -1 1 0.3146 -0.5200
1 2.1779 _ |0.3146 0.4467 ~-0,2036
0.3146] -D.5200 [0.4467 0.5317 0.0429

05317 00429 |0.5169 -2.60x10” | 05177 | -1.74x10"
05169( -2.60%107 [05177) -1.74x10*| 05177 | a47x10" |

1
2
3
4 |04467| -0.2036 [05317 05169 | -2.60%10™
B
6
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e, the value of Xa1 do not change up 1o

o four decima
“ence. the motcl’thu equatlcn 15 0.5177, Pldces.

d n,- to lherate In programmable Eﬂkmlalor
A= Kot B & fix0), C =, b o ﬂ’wl’--x. P
n* following in calculator: s )

( c B= M"*—cnai\ D= Cu“—cunc {E=Ca [c-&
tEe*-mnE

\‘

15.  Using the bisection method, find the app root of the

1 . :
sin x = ¢ that lies between x = 1 ang X =1.5 (in radian's). Carry out up
to 7" stage. [2013/Spring, 2015|'Sprlng, 2017/Fali)
Solution:
Letf{x) =sinx- %
The initial guess be,

x=1, r(1')=sin1-%:-01535<u

x="15, f(1.5) = sin (1. 5]~-ﬁ=l]3303>0
Asroot lies between x=1and x = 1.5,
a x=landx;=15
Now, first approximated root using bisection method,

. + ¥, .
3 MN:"L2 l:=1+215=1.25

f(xy) = 0.1489 > 0 so now root lies between 1 and 1.25.
Perfnrmmg the lteranuns up ta 7 stage in Iahular form.

15 1.25
1.25 1.125
1.125 1.0625
‘1125 1,09375 -0.0259
1.125 1109375 | -5.98x10"

1109375\ 59mn107| 1125 | 00133 11171075 376x10°

— I ey =3
1109375] 5 9810 1:1171875] 376x10” [111320125] -109x10

'{iu., the desired approximation 0 dle rcot carried out up to 7' stage is
113283,

-~
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NOTE: T VAN 4o
Procedure to. |tm:tu in programmahlc anlmlalm"
ilet, A=x,B=flx),C=xyD= fmeE ﬂn-f fl"n'l ; i
Enluwfoliwhmlncalc\nnmr ity o i
YIRY L N
A:CiB= ma»l-n-mt:-c:la-ﬁ'g'gj?"'ng‘.'n :

16.  Find a real root of the equation xe'=3 Db
method correct to three decimal places (Take %,

y using any bracketing
=1 and xz = 1.5).
[2018/Fall]

Solutlon: .
Letf{x) =xe' -3 e
And, initial guess be the provided value
le, %=1, f(1)=1e'-3=-02817<0
x=15, f{1.5) = 1.5et5-3 = 3.7225>0
Root lies between x =1 and x = 1.5,
x,_-lande,:lS
Now, first apprqx:mated root using bisection method as bra:kenng method

xﬂ=h;x"=——1 +215=1.25

f(xy) = 13629 > 0 s0 now root lies between 1 and 1.25.
Remaining iterations are carried out in tabular form.

e i) A e’ K4xy | Hx) = xne™

| O e 1 et e R
? i1 1 | -ozai7 | 15 | 37225 | 125 13629
2| 1 —0.2817 | 125 1.3629 1125 0.4652 .

3] 1 —0.2817 | 1125 | 0.4652 1.0625 0.0744

4 1 -0.2817 | 1.0625 0.0744 1.0312 -0.1077

5 [1.0312] -01077 [1.0625]| 0.0744 1.0468 -0.0181

6 |1.0468| -0.0181 1.0625 00744 1.0546 0.0275

3 7 [1.0468] -00181 |10546| 00275 | 10507 | 4.63x10°

8 |1.0468] -0.0181 |1.0507 | 4.63x107° 1.0487 | -7.07x107
9 [1.0487] —7.07x107° | 1.0507 | 4.63x107 | 1.0497 | -123x10”

10|1.0497| -122x107 | 1.0507 | 4.63x10° | 1.0502 | 1.70x10"
11[1.0497| -1.22%107 | 1.0502 | 1.70x10° | 1.0499 | _521x10™

12(1.0499| -521x10°° | 1.0502 | 1.70x107 | 1.0500 | 533x10™
13[1.0499| -5.21x10°° | 1.0500 | 5.33x10™* | '1.0499- | 521107
1411.0499| -521x10° | 1.0500 | 533x10* | 1.0499 |-521x10°

Here, the value of x4 do not change up to 3 decinga'l places.
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ereal root of the equation is 1.0499.

,\-a..B ), C = %y, D = fixy), E= x4, F = fixs)
fﬁmnm
AiCiBeAcr-3:D=Ce-3:E=2C paBer-3

mumirwldhq-ﬁm-hx;1=zxwmnwkm
such that the real root must have relative error less than 0.0001.
[2016/Fall]
Solution:
Let flx)=sinx+1-2x
Let xo=0andx =1 be two initial guesses.
f(%a) = 1 and f(x:) = -0.1585
Then, next approximated root by secant method is given by,
b X = Xg 1_-01585[1 n[ 3
it U r(:,] fixo) =1~ 013851 - 08631
f(xz) = 0.0336
Now, solving otht-r ilerahum in tabular form as follows
i i 2 e B et Xt =Xa= | Mast)=
Kol I’[x: ?_ ;:‘" x. | = :ﬂtnjl _’;: el xe=Xoy) | ST Xant +
3 <y SR . f(xc) = f(xe1) | 1= 2kt
1 0 L
2 1 -0.1585 f LG K
3108631 0.0336 |n H"f“' m- :u 0.8878 A51=10"
oY
0BB7E  [4.43x10"

08631 0.0336

osa70  |Liex10”

7 ]08870] tisxi0 onu,n.un-m

Here, the value of x.. du not (‘I\.lnp- -u_p_i;_l decimal places and have
relative error less than 0.0001.
Hence, the real root of the equation is 0.8878
dure to iterate in progr bl 1
. A =i, B=fxXet), C=%a, D= 1), E-&-;.F ﬂﬁq.’l
the following in calculator:
A:CiB=sinA+1-24:D=sinC+ 1»31:::-(:—21‘,%&:

!_Hénlsﬁ-l-zk i bl 7

‘18, mumumm:mx+mx-UMWWs
method so that relative error is less than 0.1. [2016/Fall]
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Solution: J
Let, | f(x) =xsinx+cosx == (1)
Differentiating equation (1) with respecttox,
F(x) =X cosx ~(2)
From equation (1)
Let the initial guess be
X0 = 2, f(xa) = 1.4024, [(xd) = -0,83_22
Using NR method, next approximated root is,

N = m-‘f{[{%c 2~ lb;:;z;z =3.6851
f{x1) = -2.7616
Now, continuing the process in tabular form. ,i

i HE = e % +1) = X sin
; yﬁ' H: a-r:::iu‘.' 1 'w‘.fm-%. f("- '+ COS Xael
1 1.4024 36851 -2.7616
2 |3.6851 -2.7616 2.8095 -0.0294
3 |2.8095 -0.0294 2.7984 -0,03x107"
4 |2.7984 -0.03x10"? 2.7983 2.26%107
5 |2.7983 2.26%107 27983 7.32x10-7

Here, the value of xa.1 do not change up to 4 decimal places. And, relative
error is also less than 0.1.

Relative error = (jx"'—-x"l)

([2 7983 -2, 7QH4|)

2.7983

=0.003574 ¢

Hence, Lﬁe desired root of the equation is 2.7983,
 NOTE:

Procedure to iterate in programmable caleulator;
Let, A=x,B= =1f{x0), C = %001, D = ﬂ:&m]

Setlhchllwingmcnlcuhmr i it
L AiB:iAsinA+ cos
EaLd - _ e R T i,

| 18.  Using Newton-Raphson method find a root of the equation xe* = 2.
| 2016/S
! Solution: : : e

Let, f(x)=xex-2 ol SEL P ] )

Differentiating equation (1) with respect to x, i !

fx)=e +xer L / 'S (2)
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—

¢rom equation (1),

et the initial guess be,
%0=0, flxo)=0e°-2=-2,  fixg)=e0sper=1

ysing Newton Raphson method, next approximated root is

Ixa) o -2
NEXP(rg) =0T =2
fx) = 127781 .
Now, continuing process in tabular form,

sion] x| M) we* -2 |xyon, g
1 0 -2 2 12.7781

2 2 12.7781 1.4235 3.9098

3 [14235 3.9098 1.0349 0.9130

4 |1.0349 09130 0.8755 0.1012

5 |08755 0.1012 08530 1.71x10°?

6 |0.8530 1.71x10" 0.8526 ¢ -2.39x10°°

7 (08526 -239x10" 08526 -1.01x10"

Here, the value of X1 do not rhanéo up to 4 decimal places.
Hence, a root of the equation is 08526

ure to iterate in programmable caleulator:
VA= e B = i), © = xoey, D = fixen)
the following in caleulator:

2.  Find a real rool of the cos x = 3x - 1, correct to three decimal places,

using fixed poim method. [2016/Spring]
Salution:
let, f(x)=cosx-3x+1=0 - (1)
o, cosx+1=3x

1+cosx
or, X= 3
l+cosx - e (2)

i =
% gx) 3

Letinitial guess be xo = 1 then,
1
E60)] = !%[_ dns) | 4 15(_ éivi 1}‘ = 0.2804
Here, 0.28041 < 1 :
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Then next approximated root by fixed point methad is given by,

o) = =52 o534

Now, continuing the process in tabular form.
im,| ¥ P("_};:fx“"‘ o1 = BlXn) = ! *? : ﬂx:‘gh:f; ;
I ~1.45 0.5134 . 0.3308

2 |0.5134 0.3308 0.6236 -0.0590

3 [0.6236 -0.0590 0.6039 0.0114

4 |0.6039 0.0114 0.6077 -2.13x107°
{5 ]06077] -213x10” 0.6069 719x10* °
| 606069  7.19x10" 0.6071 5.88x10°

| 7 Joeo71] ssex10® 0.6071 ~1.11x10°*

Here, the value of g(x») do not change up to 4 decimal places.

Hence, the real real of the equation is 0.6071,

NOTE:

Procedure to iterate. in progr ble caloulator:

Let, A= Xa, B=fixa), C = Xne1 = ghnl, D = M)

Btep 1: Set the calculator in radian mode,

Step 2: Sct the following in calculator:

1+cos A
3

A:B=cosA-3A+1;:C~
Btep 3: Press CALC then,
Enterahe value of A? then press =

Step 4: Now press = only, again and again to get the values for the
respective row for each column,

Step 5: Update the values when A? is asked again.

Step 6: Go to step 4,

:D=cosC-3C+ 1

21.  Find a real root of e*™*" - sin x -1 = 0 correct to 4 decimal places |
using false position method. [2017/Spring] |
Solution: |

Let, fx)=e~=-sinx-1
The initial guess be,

X=x0=0, f{x)=e=®_gin(0)-1=1.71828%0
xw=x1=1, fx)=e=-gin(1)-1=-012494 <0

Now, using false position method,

el [x1 = %0) o) = (1-0)=1.71828
X ) - f{xe) ~ 0 7 (-0.12494 -171828) = 0-93221
4 f(xa)=0.01201

Since the value of f(x) is positive, now root lies between 0,9322 and 1.
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gomﬂ- iterations in tabular form as follows,

golvin —
” T AN L] e Ky =¥y, -
- MBI RO Wlemn 8 | 0) = €
asinx =1 | “sinwya1 L iy sy =
S B! 5 b S T T
1.71828 1 -0.12494 | 093221 | 0.01201
0.01201 1 -0.12494 | 093815 |-1.64x10"
; 0.01201 [093B15| -1 64x10~ | 0.93806 | 1.95%10°
~1093806| 1.95x10 [0.93815 ~1.64x10" | 093806 | 1.95%10"

srocedure to iterate in programmable caleulator:
et A= B=la) Cm xg, D =iy}, E = xy, F = fixg)
tep '_u Set the caleulator in radian mode. .
| step 2: Set the following in calculator: ;
A;C:BeetAoginA— 1 :D=emC_ginC-1 :'E—_ﬁ-[%—:ﬂég:
Feemf-sinE-1
'3 Press CALC then,
e Enter the value of A? then press =
. Enter the value of C? then press = i
step, 4: Now. press = only, again and ‘again to get the values for the
tespective row for each column,
Step 5: Update the values when A? and C? is asked again.

Step 6: Go to step 4. v
2. Find the root of the equation 3x = cos x.+ 1 using NR method with
the tolerance is 10E - 5. [2017/Spring]
Solution: ;
let, fx)=3x-cosx~-1 R e 1
Differentiating equation (1) with respect to x, A
fx)=3+sinx : e (2)
from equation (1),
letthe initial guess be,
x=0, f(x0)=3%0-cos0-1=-2<0
xm=1, f[x;]=3xl—ccs[13—l=1,4$96>0

®,aroot lies between 0 and 1. _
Using Newton Raphson method, next approximated root is,

iy A o (=2) ;
H=X0-F60) =073 =0.6667 ‘
) =0.2142
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Now, continuing process In tabular form. : :
S - f{Xne1) = 3Xns1 - o5

S [T AR = 3K~ co8 | Tan . ;
_’_g;' rl%. ﬁ?- r{l_?:];- f‘. '!; i "X S~ 1
1 0 -2 0.6667 0.2142
2 | 0.6667 0.2142 06075 | 1.422:10':
3 | 06075 |+ 1.422x107 0.6071 —5.88:10:’
4 | 06071 | -5.88x10° 0.6071 -4.53%10

. L AR
Here, the value of xa.1 do not change up to 4 de¢imal places.
Hence, the desired root Is 0.6071 of the gqu?.t:iun. .
Procedute o lterale in programmable caleulators:
| Let, A=, B = i), © = Xaviy D= fliei) 0000
‘Set the following in caleulators -~
v St s ‘.' A= E

& .4'&:-3_-3A-c0ll_a\-fl..C__- -FesnA

ip=8C-cosC=1"

g Iterative {ormula of Newton.

23.  Find the root of @ tan x =1 by creatin
Raphson method. § [2018/Spring)
Solutlon: g

Letf(x) =estanx -1
Differentiating equation (1) with respect to X,
(x) = e* (tan x + sec’x)
From equation (1),
Let the initial é,uess be,
x=0
flxg) =e®tan0-1=-1
F(xa) = et(tan 0 + sec? 0} =1 .
Using Newton Raphson method, next approximated root i
fxa -1
x1=xn—F%;£]'=l]—£Tl=‘
© L f(x) =3.2334
Now, continuing process in tabular form.

2

“ !m /i K fx%a) = €™ tan x, - 1 x,.u=xn~ﬂ'”lf-(§n} f(%na1) = €' tan Xoe1 -
140 -1 1 3.2334
T 3.2334 0.7612 1.0396
3 [0.7612 1.0396 0.5914 _ 0.2132
4 (05914 02132 0.5357 0.0142 .

5 |0.5357 0.0142 05314 3.007x107°
6 |0.5314 3.007%10°° 0.5313 -2.988x10"
7 (05313 -2.988x107* 05313 3311107
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i A+m‘“ D-eﬂmc 1

24, Solve f(x) = xe* — 1 by secant = s z

L, * . [2018/Spring]
f(x)=xe -1

Letxo = 0 and X1 = 1 be two initjal Buesses,

Then, next approximated root by secant method is given by,

!I 1) (%1 = x0)
f(x1) - f(xo)
op [L7182)(1-0
L 17182-(-1) = 0.3678
f(xz) = -0.4686
Now, solving other iterations in tabular form as follows,
fane . = Knel = Ky =
o . x"{" [{xe":—]] 3 )1‘“" X f_{x:']_'lxﬁ f(x Ix‘f. ¥ mel} = Knel
W : ) =) | &~ 1
1 0 -1 1 1.7182 0.3678 -0.4686
2 1 1.7182 0.3678 | -0.4686 0.5032 -0.1677
3103678| -0.4686 0.5032 -0.1677 0.5786 0.0319
4105032| -0.1677 05786 0.0319 0.5665 -0.0017
5/0.5786] 0.0319 |0.5665| -p.0017 05671 -0,0001
E 0.5665| -0.0017 |[0.5671| -0.0001 0.5671 -0.0001

Here, the value of x..; do hot change up to 4 decimal places with the
tolerance value of 0,0001.
Hence, the root of the equation is 0.5671.

'I.o itemte in prugmmmah!a calcul!hln“
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X=X =0

52 A C.ompfel: Mnnual o
of the equation o' sin
kel [2018/Fal]

25.  Using secant method, find a root
t up to three decimal places.

Solutlon: =
Let, [(x)=exsinx-¥

and, X= 2 and x1 = 3 be two initial guesses.
2,7188 and f(x1) = -6.1655
secant method is given by,

f(xo) = letsin(2)-2'=
Then, next appmximaterl root by

f(x = %o
xm=x- f(xlj I[xn)
-6.1655(3 -2 .
=3-Tg1655-2.7188
=2.3060
f(x:) = 2.1246
‘Now, solving other iterati D_]ls_Iﬂl_qbular form as follows,
e P Kot =Xn = | f(x ):é‘m
L ) = €t f(xq) = €™ o nel
iy e £ P = R o | fmllXacXasld | o iy~ X
ghai Sin Xn-1 = Xn-t sin o= %3 | fxy) - f(xn1)
1 2 2.,7188 3 -6.1655 2.3060 2.1246
2 3 61655 |2.3060] 2.1246 24838 1.1590
3 [2.3060 21246 |2.4838 1.1590 2.6972 -0.8958
2.6972| -0.8958 2.6041 0.1401

-

[4 24838 11590
5 [2.6972) -0.8958 |2.6041] 0.1401 26166 | 00144
6 |2.6041| 0.1401 [2.6166| 0.0144 2.6180 1.43x10™

7 [2.6166] 00144 |2.6180[1.43x107| 26180 -8.70x107

1 do not change up to three decimal places .

Here, the value of xn.
Hence, the root of given equation is 2.61 80.

 NOTE: .

Prbcedure to iterate in programmable calculator. 4

Let, "A = Xoy, B = flxn1), C = Xu, D = o), E = X1, F = l'ixqq) M
Set the following in calculator: :

i D(C - A},

AiC:iB= eAsmaADeCsmcc‘EC-DB

o F-.cﬁsm__E g i

26. Fincl where the graph of ¥ = x — 3 and y = In(x) intersect using

40

i thod. Get the inter tion value to four decimal
. places. [2019/Falll
Solution; S
y=x-3 and  y=In(x)
f(x)) =x-3, f(xz) =in(x)
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— ans 53
In order to interseet
fixi) = f(x2) =0
fe, Mx)=x-2-<mI(x}=0
Let initial guess be, :
x=1, ff)=1-3-m[1)=-2
x=2, 12} =-1.6991 <7
=3, f(3) = -1 0986 < ¢
x4, (4] =-02R62 < 0
x=5, f =490 [}
sﬁ,ruui Jies bitweonx = A andy =15
& ¥ =4 anil » 5
Now, first approsimoted <ort using bisectinn methad,
Xi % 1
M= 4
f{’:l" g LRI llf <l Tow Toot Hes etwoeen 4.5 \;]Ii :_l
REr_“i"ﬂllll_I["_l-*!i:m'- 1 el in tabwlar form
1 IO L0 o )= D
gl i | d=inix) | Infxi) - ! ~3-1n(xy)
T[4  [-osaez]| 5 | 0905 | 45 [“00040
2] 45 [-oepid] s ] o3a0s ] [ 01918
Lo A5 ] 000k | | 00935
[4] 45 00010 0.0446
[ 5 4.5 -0.0040 0.0202
[} 4.5 -0.0040 | 453125 0.0202 | 4.515625 | .0.0080
7 4.5 -0.0040 | 4515625 ! 00080 | 4.5078125| 0.0020
8 4.5 -0.0040 [4.5078125| 0.0020, |4.50390625| -0.0010
K 450390625 -0.0010 |4.5078125| 0.0020 | 4505859 ; 0.0004
10| 4503906 | -0.0010 | 4.505859 [ 0.0004 | 4.504882 | -0.0002
11| 4504882 | -0.0002 | 4505859 | 0.0004 | 4505370 | -0.0001
= & v -B.985
12| 4504882 | -0.0002 | 4.505370 | 0.0001 _45051?.6 !Lﬂ's
: | -8.98s : 3 5060
_ 13, -?1:..5051.2_,5 i pis 4.5!3;3?_0 . 0.0001: - .4,5052433. e
i -8.985 5.060 , | -4239
14 4.505.126 .“10_5 .*.5{_]5243 107 4.505187 10"
A { -1.866
15| 4505187 '*‘zig -| 4505248 5'062 | 4.5052175 0
- il %10 |, x10 : : W
. -1.866 4 ‘5,060 | e
16 45052175 |« :1 01 4505248 | |5 4505232 | ' 108
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Here, the value of xy do not change up to 4 decimal places.
Hence, the graph ofy=x-3andys= Jn[x) lntersect.s atx=4.505232.
NOTE: h

"Pmeedure 0 terate In pmgrmmable cujml.atar 1
Let, A=x,B=fix), C=xy, D =fixy) E= X F = flxx)
'_ﬁ!t \he following in calculator:

A¥C :
Acnaammncamcuz--——z -rzahm

CALG

27.  Find value of y[18 using ! Rapl thod [2019/Fal
Solution:

Let‘k:’\jﬁ orxt=-N=0
Taking f(x) = x - N, we have f(x) = 2x
Then Newton's formula glves,

X = N
Now, taking N = 18, the above formula bemmes

g (o)
Xa\-l—z anxn

For initial guess, taking approximate value of \Irﬁ

ie, \TB=A[#=T6=4
ie, -wetakexo=4
Then,

: 1y 17, 1

x1=% x“+x—‘:)=§(4+Tﬂ)=4.25. .
1 184 1 18

Xa='2“ x1+—e)=5(4.25+m)=4.2426

X3= 2(x:+ 9) (42426'*4-2426)’“425

Here, x2=x3up to4 decimal places.
Hence, the value uf'\‘ 8 is 4.2426.

28.  Using secant method, find the zero of function 1x) = 2x = logro x -7
3 correct up to three decimal places. [2018/Spring]
Solution:
f{x) =2x-logox-7 *

Let x0=1and x; = 2 be two Inmal
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Solution of Non-linear Equations 55

Then, next approximated root by secant method is given by,

X, o
R )
=z_[-3.301o} 2-1)
-3.3010 - (-5)
=3.9429
f(x2) = 0.2899
Now, solving other iterations in tabular form 4s follows
o (%) = 2% fxe) = 2% -] 7% L) = 250
b P |~logioxas -7| ** ]Dswxnl"? ﬁ_l[_mx:] f.fi'::l] ~logioxn - 7
1| 1 -5 2 -3.3010 3.9429 0.2899
2| 2 -3.3010 (3.9429| 0.2899 3.7860 | -6.180x107"
3 |3.9429| 0.2899 |3.7860(-6.180%10"| 3.7892 | -1.475x10"
4 |3.7860| -6.180x107* |3.7892|-1.475x107}| 3.7902 -0.1508
5 |3.7892|-1.475x107"|3.7902| -0.1508 37891 | -3.360x107"
6 13.7902| -0.1508 |3.7891|-3.360x10™| 3.7890 | -5.246x10""
7 |3.7891| -3.360x107 |3.7890|-5.246x107| 3.7892 | 21475x107*

Here, the value of xn.1 do not change up to 3 decimal places.

Hence, the zero of function f(x) is 3.7892,

NOTE:

Procedure to iterate in programmable calculator:

Let, A =%n-1, B = f{xn-1]}, C = Xa, D = f[%s), E = Xees, F = f{xans)

Bet the following in calculator:
A:C:B=2A-logwA-7:D=2C-logiC-7:E=C- 2=,

Fe2E-logeE-7

20,  Find the root of the equation log x - cos x = 0 carrect up to three

decimal placed by using N-R method. [2019/Spring]
Solution:
Let, f(x)=logx-cosx wers (1]
" Differentiating equation (1) with respect to x, :
f(x) = % +sinx d e (2)
From equation (1), > ‘

Let the initial guess be, :
xo =1, f(x0) =-0.5403,  (x0) = 1.8414
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M od nextapp:

jison

v N ) 503 . 1 29%

i mﬂn-r[ i) .1— 1341»1 .
fixil = -0. 1"“] I m . _____,.--i
|1hular or ;
pipuing I e !lEﬂz A
; Il'~low ccn .‘ F ft .| = lag Xa Kot W f'[xu)
{ ] % .

oM

13868
1.3868 1410? =
3 : R .
4 4107 | -'J_ﬂ?vlil"ﬂ *4“”5 P s
______-—-_;._.--,_.. e 4179
5 14165 __—_%::If')_xrl_l.}_'_‘_ﬂ__ : e
6 | 1417 Ga5x 10 _fj_.g_iﬂ i
14187 | 1418
7 14187 1 ‘;xw |
e ey
Here, the value of ol do nnuha,nhc up 203 ducnu'ﬂ place'i
s 1.4 -'IlH&“ nFlh:. nquuunn =

I:Jrl.

Hence, the desire
___,_....-—-—-—
ble cale glatort

"NOTE: |
' procedure to i1 At i programima
Let, A = X B ={ix), €= % .,n=nm..|
Set the following it & Jeatlstors -
AR = log A COn AC —_,!\-—--'——-‘:D ~!ngC(‘05C—‘
sin At K

N ey
(eal rpot of the aquation €08 X + o 4+ x2 = 3. Using
rectto 3 decimal places’ [2020!Fa||1

30, Find the positive

false position mathod, €oF
Solution:
Let, (x)=cosx? etaxt-3
The initial guess be,
%0=0, r[xoj=cusﬂ+e°+0‘-3=~1<0
fln) =cos (1) retF 12-3=12585>0

LX1= 1,
0, oot lies between 0 and 1. .
Now, using false position method, ’ t ' it
Y 6350 f(xo
%= X0~ f60) — f(x)
st idL . .
o 12585~ (-1) - 4427 =
2 f(x:) =-0.3435 -
nce the value of {x:) i : £l
Solvi ) is negative, now root | :
ng other fterations in tuhu'l;,lr form :S‘?f:']]]:elhgh"ee“ gk
. 54 U s'
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' o) =cos x| |G} =cosxg| 7T ) = cosxy

Bl M L Tl DT R o ey R
5 T -1 1 1.2585 0.4427 -0.3435
[~z |04427] -03435 |1 | 12585 0.5621 -0.0835

3 [I_.Sb?l =[.0835 _I__ 1.2585 o 51{"'.1 -0.0186
"4 |05893| -0.0186 | 1| 1.2585 05952 | -430%10"
5 [05952| -430<107 | 1| 12585 | 05965 | -1.12x107

6 [05965] 1124107 [ 1] Twzsms | nseas I -304x10" |

Here, the value of xy do not change up to three decimal places.
Hence, the positive real root of the equation is 0.5964,
NOTE: e T
Procedure to iterate in programmable caloulyior
Lete A=, B=1flx).C=x,D=flx), E=xi,F = fx
Set the following in calculator:
A:C:B=cos A+ L"‘A"'-'.‘.I)"f_'nt. Cdpt sy
E"ﬁf&ﬁég:" ccus E+ e+ E -3
31.  Find the roal root of the equation x sin x - cos x = 0 using Newton-
Raphson method, correct to 3 decimal places. [2020/Fall]
Solution: «
Let, f(x)=xsinx-cosx (68}
Differentiating equation (1) with respect 1o 5,
F(x) =xcosx+sinx+sinx (2)
. =XCcosX +2sinx
* From equation (1),
Let the initial guess be,
%=1, f(xi) = (13011, f{x) = 22242
Using NR method, next approximated root is
. 'x‘:x“_%u-% = 0.8645 .

fxi) = 8.66 x 107

e

Now, continuing process in tabular form. : e
el o ) =xesing (000 H) f_[_?‘ﬂ:!] = Xie! 51N Xark
J I-lul;'. xf | -cosEa. - e e P i 008 ey
1 1 , 03011 0.8645 8.66x10°
2| 08645 | . B.66x107" 08603 . | Z697x10°
3 | 08603 | -697x10°. . 08603 | -7.02x107" '

Here, thé value of xq+1'do not change up'to 3 decimal places..
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Hence, the desired root of the equation is 0.8603.

Let,

NOTE:
Procedure to fteral ak :
Let, A= e, B'=fixd, € =Xars, D = flxa]
- _-A_un'.\-em\:c-.\——-—'?-———‘m‘“:?nh::
sin C —con C B

te in programmal . bie calculator:

Find the real root of the equation x logie x - 1.2 =0

places of decimal using
Solution:

flx)=xlogox-12

Let initial guess be,

x=2.5,
x=3,

o+¥ 25+3
Xy= =T

f{2.5)=-0.2051 <0

f{3)=02313>0
so, root lies betweenx=2.5and x=3
x=25andx;=3
Now, first approximated root using bisection method,

2 2

=275

correct to four
[2014/Fall]

f(%x) =8.16 % 107 > 0 s0 now root lies between 2.5 and 2.75

ing iterations are solved in tabular form.

: flx) =x, flxo) = %y Xt Xy) =%y
fBtm logiox, - 1.2 - Iosmllqj-l,z x*,-kz—'ﬂl IOEI::N‘;-Z.
1| 25 | -0.2051 3 0.2313 2.75 8.16%10"
2| 25 -0.2051 | 2.75 | 8.160x107 2,625 -0,0997
3|2625| -0.0997 | 275 | s.1sx10” | 2.6875 -0.0461
426875 -0.0461 | 275 | Biex10” | 2.7187 -0.0191
5|27187| -0.0191 | 275 | g16x107 | 27343 | -553x10°
6 |27343| -553x107 | 275 | B.a6x10° | 27421 | 1.26x107
7 [27343] -553x10° |2.7421] 126%107 | 27382 | -2.13x10°
B8 |2.7382| -2.13x107° |2.7421] 1.26x107 | 2.7401 | -4.76x10"
9 |2.7401| -476x10"* [2.7421] 1.26x107 | 27411 | 395x 10"
1012.7401| -4.76x10™" |2.7411| 395x10"* | 27406 | -4.02x10"
11[2.7406|-4.02x10° [27411] 3.95x10" | 2.7408 | 1.3ax10"
12[2.7406| -4.02x10° |2.7408) 134x10™ | 27407 '| 4.70x10°
1312.7406| -4.02x10°° [2.7407) 470x10° | 27406 | -4.02x10°
14]2.7406| -4.02x10° [27407[ 470x10° | 2.7406 | -4.022%10"
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Here, the value of xy do not change up to 4 decimal places,
Hence, the real of the equation is 2,7406.

B Wbt o bl
et A X B T, © # oy, D w My, B = xy, B = x|
me following in ealeulator:

Aicime A'.logm\-—]ﬂ:D-Glong-lﬂ 6428,
g F-EMUF 1.2

33, Write short notes on error In numerlcal calculations,
[2013/Spring, 2014/Spring, 2016/Spring, 2019/Fall]

Solution: See the topic 1.3,

34, Write short notes on monetonic and osclilatory divergence In fixed
point Iteration method. - [2014/Fall])

Solution:

If g:[a, b] — [a, b] is continuous, then g(x) has a fixed point, ", such that
g(x’) = x. Furthermore, if |g'(x)| < 1 for all x€[a, b], then this fixed point is
unique on [a, b] and the fixed point iteration X = g(xs) will coverage to x*
forall choicesof xo € [a, b},  .*
We have,

le(x) - )l <Ig'@) Ix -yl <Ix-y|
where, ZE[x, y] < [a, b]. Thus the mapping contracts and by the mntractiun
mapping theorem x» — %', the unique fixed pomt
The plane R? may be divided into four regions for some g(x) with respect to
one of its fixed point x*, depending on the behaviour g(x) takes while in a
given region. Chiefly, one is concerned with when |g(x) - x'| < |x - x|, so
that g(x) is said to converge.
The region where g(x) converges is bounded by points satisfying |g(x) - x"|
< |x - x'|. For such a boundary, either g(x) - x" = x - x" org(x) ~ x" = x" - x.
The former indi that the b Jary consists of additional fixed points,
g(x) = x The latter gives the boundary g(x) = 2x" - x. One may summarize
that if g(x) lies between the lines x and 2k’ - x, then g(x) will be closer to the
fixed point x” than x.
The second division of behaviour is whether sign [g(x - x°)] = sign (x - x). If

this is true, then g(x) converges or diverges monotonically towards or away

from x" In this region. If this is false then g(x) oscillates around x'. The
boundary between these two regions is where sign [g(x) - x") = 0] or where
Elx) = x".
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0 A Lpmplei imerical B2

cribe the four regions of a fixed point function

v ow prepared to des
Weateom B viours [cumrergel'lcefdl\!l'rgultt'. monotonic/ *

is 1D, based on lJn:su beha
wsclllation).
Region 1
Ifg(x)<x<x
Reglon 2 :
Ifx<p(x) <% orx>g(x)" ", then g{x] converges muonatonically towards x
Region 3
Ixex <g(x) <28’ -x nr, x> x > g(x) > 2x" - x, then g(x) converges with
oscillations towards x".
Region4 °
"I xexte 2% <g(x) or x > X" > zx - x = g(x), then g(x) diverges with
oscillations from x°. '
35..  Write short notes on an algorithm for NR-method. [2014/Spring]
Solution: See the topic 1.8.1.

36. w‘rlte short notes on convergence of Newton-Raphson methods.

o1 glx) = x> x, then glx) diverges monotonically from x*

[2015/Fall]
Solution: See the topic 1.8,
a7, Write short notes on import. of r jcal methods In Engineering.
' [2018/Fall]
Solution: !
. Numerical simulation is a pnwr\rrnl tool to solve scientific 1nd engineering
problem. it plays an important role in many aspects of fundamental

research and engineering applications. For example mechanism of
tarbulent Mow with/without visco-elastic additives, optimization of
processes, prediction of oil/gas production and "online control of
manufacturing, The soul of numerical simulation is numerical ‘method
which is driven by the above demands and in return pushes science and
technology by the successful applications of advanced numerical methods:
With the development of miathematical ‘theory and computer hardware; |
various numerlcai methods are proposed. The new numerical methods or.
thelr new appilcatlons lead to important progress in the related fields, For .
example,’ parallel computing Iargei_v promote the precision of- direct,
numencai simulations of mrhu]ent flow to capture undiscovered flow
structures, Pruper orthogcnal decomposition method greatly reduces th!
simulation time of oil pipelining transportation. Thus, numefical methods

hemme mm and more 1I'I'I|Dl)l"fﬂl'l
an eir mi
I I 13 ﬁ ﬂ‘[ OdEIll dwelopments are’

" A nusserical etk 1is'a 1 S
plete and definite set of pmcedn:es for the
::1:?:‘;;[: problem, together with:computable error estimates, The study -
entation of such methods is the province of numerical analysis.

"
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o
Numerical methods mav be regard as 2 new ‘phiteophy’ in the
development of the computer hased scientific methods. Even the computer
pased approaches are determinustic #r randomness hased 1e, semi-
pumerical mathods. The major advantage of numenical methods is that a
pumerical value can bie obtainied even when the problem has no anabviical
solution. * '

In many aspects of uur lile, & huge amount ol different materials are used.
Glass, wood, metals, conerete, which are directly used almost every minute
in our everyday life. Thus. the modification of materials and prediction of
their properties arc very amportant obiectives he manufactures. In
order to protiuce hugh quality materiale, the sngimesrs (0 industry, among
other problems, are very much interested in 1 sasii hehaviour or
foading capacity nf the miter) il While it is knswa that the banding forces

between the atms of the material are resposeible for thelr physieal amd
chemical propertics St mmanofactgs rw orodoct with higher quality. a
detalled fnvestigatinn n! the material on the atomie level 1s not required in
most cases. A mathematica moded needed for the  guantitalive
destription of the chatge of matenal propesics unde external mfluences
The concept of difterential eguationscome ol » as an exceilent tool for

the develepment of b mode

38, Write shont notes on eonverjence of Hued pant eration method,

[201&/Spring)
Solution: Sk the twop 14

39, Write short notes on; algorithm of B
Solution: See the topic 161

40, manwwmm:muummmm
secant method. [2016/Spring]

Solutlon: See the topc 1.7 1.

-
v Wb s
N G -
Bl
4 -
e

d. [:01WSpring]
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ADDITIONAL ouunn’u sou.utwg .

tf the number 75462 to four slignificant digits and then

1 Round o .
calculate the absolute error and percentage error.
Solution:
Given that;
x=75462
Now, rounding off the number up to four significant diglts
x = 75460
Then,
Absolute error (Es) =[x~ 1|
= |75462 - 75460| =2
and, Percentage error (Ep) =Erx 100
= [£5%] x100
75462 - 75460
= | ———
=|7 75462 ‘ ¥100
=0.0027

2 If 0,333 Is the approximate value of%, find the absolute and relative

Brrors.
Solution:
We have,

Exact value (x) = %

(8

Approximate value (x1) = 0.333 [
Then, "

Absolute error, Ea = |x - xi| = ‘%- 0.333 \ =0.0003

1
5-0333

* 1 —| =0.0010
T

Relative error, Er = %

3 The height of an observation mate -
tower was estl
whereas its actual helght was 45 m, Calculate the r:enw M:I:ﬂ::
error In the measurement, i

We have,
Actual height of tower (x) = 45 m
Estimated helght of tower (x1)=47m 5
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Then,
Percentage relative error, Ep = E-» 100

=|x;x1|x o 45-47

Tl 45

*100
= 44444

4, Find a real root of the following equation, correct to six decimals, .

using the fixed point lteration method.
sinx+3x-2=0

Solution:
Let, f(x)=sinx+3x-2=0 (1)
or, 3x=2-sinx )
i ke 2-sinx
’ 3
e, g =2 (@)

Differentiating equation (2) with respect to x

’ 1 n
g()=3(0-cosx)= C;sx

Let initial guess be xo = 1 then
; ~cos (1
Ig )l = |52 = 0180101

Here; 0.180101<1
Then next approximated root by fixed point method is given by,

2_
—"‘35111:0.3361?5

glxo) =x1=

Now continuing the process in tabular form
-4 lteration’ ] M) | X =gla) o )
2 1 1841471 0.386176 -0.464823
2, 0.386176 -0.464823 0541117 0.138445
3 0.541117 0.138445 0494969 | -0.040089
4 0.494969, -0.040089 0.508332 - 0.011717
5 0.508332 0.011717 0514426 -0.003417
J 6 0.504426 -0.003417 - 0,505565 0.000997
7 ' 0.505565 0.000997 0.505233 -0.000290
8 0.505233 -0.000290 0.505330 0.000086
9 0.505330 0.000086 0505301 -0.000026
10 0.505301 | '~0.000026 0.505310 0.000009:
11 0505310 0.000009 | 0.505307 -0.000003
12 0,505307 -0.000003 0.505308 0.000001
13 0.505308 0,000001 0505308 0.000001
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Here, the value of g(x-) do not change up to 6 decimal places.
Hence, the real root of the equation is 0.505308.

5. Find a real root of the equation sin x = = ¢ correct up to four ﬂeﬂl‘l‘la.l
places uslng N.R method.
Solution: i
Let, f(x)=sinx-e* ()
Differentiating equation (1) with respect to x
F{x) =tosx+e* w(2)

From equation (1]

Let the initial guess be s
%=0, flxe) =-1, flxa)=2

Using Newton Raphson method, next approximated root is
x1=xn—%%‘%=ﬂ-l_—;lzn.5
f(x) = -0.12711

Now continuing process in tabular form S o
! Iteration Xa . fxu) i Kot I'[Xn-\]

1 0 = 05 | oz
2 T 05 -0.12711 0.58565 ~0.00400

3 058565+ —l].DD‘iIUl] 0.58853 -3.80x107"

4 058853 | _380x10" | 0.58853 -f,xm*’_j

¥ Here, the value of .1 do not change up to 4 decimal places. :
4 Hence, the desired real roat of the equation is 0,58853,

6. Find a real root of cos x + e* - 5 = 0-accurate to 4 decimal places
* | using the secant method.

Solution: . -

Let, f(x)=cosx+ e=5

Let. o= 1and x1= 2 be two initial guesses,

Then, ; ; :
¢ o) =-1.74142and f{x) = 197291

Next app mﬂjmated Toot by secant method Is given by,
[ I |X1 -m]

f(x1) - i)
St - 199261 L)

’ 197291 + 174142,

= 146884

f(x2) = -0,55403

K’!l(l
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Now solving other iterations in tabular form as \

Il'_terqﬁnn' Xned i R e R - f{xner)
Lo [-t7aia2]| 2 197291 | 146084 ~0.55403
2__ | 197291 | 146864 |-0,55403] 158530 -0.13375

146884 | -0.55403 | 1.50530 [-0,13375] 1.62236| 001849

158530 | <0.13375 | 1.62230 | 0.01349 | 1.61896| -0,00031 |

162236 | 0.01349 | 1.61096 |-0.00031] 1.61904| 0.00002

161896 | ~0.00031 | 161904 | 0.00002 161904 | -g01x10®| -~

mlma.uu_,

Here, the value of xn do not chanpe up 10 4 decimal places.
Henee, the root of the equation is 161904,
7. Using the Bisection method, find a real root of the equation 1{x) = 3x
i =41+ sin x correct up to three decimal points.
Solution:
Given that; ;
f(x) = 3x-+f 1+ sinx
Let initial guess be
x=0, fl0)=-1<0
x=1, f{1) =1.64299 =0
s0, root lies betweenx =0 and x=1
B X =0andx;=1 i i
Now first approximated raot using bisection methed
Kt O+l
. TR T
f(xy) = 02837 >0
0, now root lies between 0 and D5
Remaining iterations are solved in tabular form

0.5

lteration | % | fx] x| ) ] Xy ) |
S 0 -1 1 |164299| 05 | 02837
0 <3 05 02837 | 035 | -0.3669

025 |-03669 | 05 02837 | 0375 | -D.0439
0375 | -0.0439 | 05 | 02837 | 04375 0.1193
0375 | -0.0439 | 04375 01193 | 0.4063 | 00377

3
-
5
5 | 0375 |-0.0439 | 04063 00377 | 03907 | -0.0030
T
B
9

377 | 03985 | 0.0174
03907 | 00030 | 04063 | 00377 3 0 s
0.3907 ~p.0030 | 0.3985 00174 | 03946 | 02007
0.390'? -0‘003-6“ 0,3946 | 00072 | 03927 | 00022
100030 | 03927 | 00022 | 03917 | -0.0004

10| 03907 i
1 103917 | -boood | 03927 | 00022 | 03922 00009 | .

715017 | ~0hoo4 | 03922 | 06009 | 03920 | 00004
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Here, the vlalue of xy do not change yp to three decimal places.
Hence, the real root of the eqt’lntlon Is 0,3920.

8. Find a root of e* = 3% usling blsection method and Newton Raphson
method correct up-to 3 decimal places.

Solution:
Let, f(x)=e*-3x .
1) Using bisection method
 Letinitial guess be
x=05, f(0.5)=0.1487 >0
X, f(1)=-02817 <0

50, root lies between x = 0.5 andx =1
x=05andx;=1 »
Now, first approximated root using bisection method

X, tX 7
=i 0321 g5

f(2y) = -0.1330 < 0 so root lies between 0.5 and 0.75
Remaining iterations are solved in-tabular form .

Iteration % A0 %y £(xy) X flxw) |
1 0.5 0.1487 |1 -0.2817 |0.75 -0.1330
2 0.5 0.1487 |[0.75 -0.1330 |0.625 -0.0068
3 0.5 0.1487 | 0.625 -0.0068 |0.5625 |0.0676
4 05625 |0.0676 |0.625 -0.0068 |0.5938 |0.0295
5 05938 |0.0295 |0.625 -0.0068 |0.6094 |0.0111
6 0.6094 |0.0111° |0.625 -0.0068 [0.6172 |0.0021
7 06172 |0.0021 |0.625 -0.0068 |0,6211 |-0.0023
8 0.6172 0.0021 |0.6211 -0,0023 |0.6192 -0.0002
9 0.6172 |0.0021 |0.6192 -0.0002 |0.6182 |0.0010
10 06182 |0.0010 |0.6192 |-0.0002 |0.6187 |0.0004

Here, the value.of xy do not change up to three decimal places.
Hence, the root of the-equation is 0.6187;
ii)  Using NR method
f(x)=e-3x - )
Differentiating equation (1) with respectto x
Plx)=e-3 '
From equation (1)
Let the initial guess be | =
%0 =0, f(x0) = 1, M(xo)'= -2
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Using Newton Raphson method, next approximated root is

X 1
KI=M“%-D-E=D.5

f(x1) = 0.1487
Now, continuing the iterations in tabular form. !
Xn A Xt f(xan1)
0 1 05 0.1487
0.5 0.1487 0.6100 0.0104
0.61 " 0.0104 0.6190 0.0001
0.619 0.0001 0.6191 -0.00004

Here, the value of x..; do not change up to-3 decimal places,
Hence, the desired root of the equation is 0.6191,
9. Find a real root of x° - 3x° - 1 = 0 correct up to four decimal places
using the secant method.
Solution:
Let, f(x)=x5-3x*-1
and, xo=1and x: = 2 be two initial guesses
flxo) =-3and f(x)) =7
Then next approximated root by secant method is given by
2] (%1 - x0) 72-1)
MM~ )~ fixg) T2 743 "3
f(x2) = -3.8781
Now, solving othér iterations in tabular form as,

[Tterat Kot f(xn-1) Xn () | nsr | f(tner)
1 1 -3 2 i 13 | -3.8781
2 2 7 13 | -38781 | 1.5496 | -3.2279
3 1.3 |, -3.8781 | 15496 | -3.2279 | 2.7887 |102.5969
4 1.5496 | -3.2279 | 2.7887 |102.5969| 1.5874 | -2.9206
5 27887 |102.5969| 15874 | -2.9206 | 1.6207 | -2.5893

| 6 | 15874 | -29206 | 16207 | -25893 | 18810 | 2.5816
7 16207 | -2.5893 | 1.8810 | 2.5816 | 1.7510 | -0.6457

e 18810 | 25816 | 1.7510 | -0.6457 | 1.7770 | -0.1149
9 17510 | -0.6457 | 1.7770 | -0.1149 | 1.7826 | 0.0064
10 17770 | -0.1149 | 1.7826 | 0.0064 | 17823 | -0.0002 |
11 17826 | 0.0064 | 17823 | -0.0002 | 17823 | -0.0002

Here, the value of x»1 do not change up to 4 decimal places.
Hmcg, a real root of the equation is 1.7823.
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40,  Evaluate the real root of f(x) = 4 sin X = ¢ 1sing Newton Raphson
method, The absolute error of root In consecutive iteration should by

|ees than 0.01. . . .
Solutlon: L
Let, f(x)=4sinx- o (1)

pifferentiating equation (1) with respect to X
LR 4cosx-e*

From equation m
Let the initial guess be

x0=0, fxa) = -1, ; F(xe) =3
Using NR method, next approximated rootis
—o-H-0333
© (k)= ~4,0869

Now, continuing process in tabular form.

< et f(sxner)
03333 00869 |
03697 |
0.3706

Here, the value of xu do not change up to 4 decimal places and have error

less than 0.01. Hence, required root is 0.3706.
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Chapter

g

INTERPOLATION AND
APPROXIMATION

LYY

2.1 INTRODUCTION

The process of construction of y(x) to fita table of data points is called curve
fitting, A table of data may belong to one of the following two categories.

1. Table of values of well-defined functions _
Examples of such tables are logarithmic tables, trigonometric tables,
interest tables, steam tables etc.

2 Data tabulated from measurements made during an experiment
of the dependent variable are recorded at
dent variable. There are numerous examples
onship between stress and strain on a metal

In such experiments, values
various values of the indepen
of such experiments-the relati
i i
strip, relationship between Vo
relationship between voltage
between time and temperature rai
relationship between drag force an

tabulated by suitable experiments. )
In category-1, the table values are accurate because they are obtained from

well-behaved functions. This Is not the case In category 2 where the
relationship between the variable Is nat well defined. Accordingly, we have
two approaches for fitting a curve to a given set of data'points.

applied and speed of a fan, relationship
se in heating a given volume of water,
d velocity of a falling body etc can be

Itage applied. and speed on a metal strip, !
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In the first case, the function is constructed such that it passes through a|
the data points. This method of constructing a function and estimating
values at non-tabular points Is called interpolation: The functions are
known as interpolation polynomials, .

In the second case, the values are not accurate and therefore, it will be
meaningless to try to pass the curve through every point. The best strategy
would be to construct a single‘curve that would represent the general trend
of the data, without necessarily passing through the individual points, Such
functions are called approximating functions. One popular approach for
finding an approximate function to fit a given set of experimental data is

called least squares regression. The approximate functions are known as
least-squares polynomials.

The various methods of interpolation are;
a) Lagrange interpolation
b) Newton's interpolation

) Newton-Gregory forward interpolation
d) Spline interpolation

22 INTERPOLATION WITH UNEQUAL INTERVALS

[nterpolgtibn formula for unequally spaced values of x can be obtained from
any method given below.

i) Lagrange's interpolation formula
ii) Newton's general interpolation formula with divided differences

'2.2.1 Lagrange's Interpolation Formula
Let, y = f(x) takes the value yo, y1,

b3 Pa—

......... + ¥o corresponding to x = xp,
Xn, then, +
kg = (%0~
X-Xo) [xX—xz]. X=3¥n
(1= 30) (%1 = X2) o (X1 = %) V1
’+. i X = o) (% = %1) v (% = Xney :

'''' " Bt = 0] (X0 = X1) g (0 Xa1) ¥7 e (1
This is known as Lagrange's interpolation formula for u equal intervals.
Froof: - r\

Let, y = f(x) be a function which takes the values (%o, yo), (x1-31), ..... (Xa,
¥yu). Since there are n +.1 pairs of

: values of x and y, we can represent f(x) by
a polynomial in x of degree n, Let this polynomial be of the form,

¥ =80x) = 20 (0= X1 (% = X2) s (%= ) + 21 (% = %0) (x = x2)
senes (X = %0) + 82 (% ~ %) (% = %1) (X = X3) o (X = *)

+ s 2 (X = X0) (X = X1) oper (X = Xu-1)
Replacing x = x4,y = yg in (2), we' have,

Yo = a0 [0 = 1) (% = %2) suun [ = %u) ;i

()
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i T Mt
802 = 1) (X = X2) cn (X = Xn)
Similarly putting x =x1, ¥ =3 in (2), we have, ; .

¥i
1= (%) ~ X0) (X1 = X2) s (X1 = Xn)
Proceeding the same way, we find a2, a3, 24 oo an.
Replacing the values of ag, ai, ......, an In (2), we get (1).

NOTE: P D
‘La ‘s interpolation formula (1) for n points is a polynomial of degree
(n = 1) which is known as the Lagrangian polynomial and is very simple to
implement on a computer. This formula can also be used to split the given

| into partial fr
0On dividing both sides of (1) by (x - x0) (X = X1) s (X = ¥n), we get,
fx) 3 Yo 1
(3% = %) (% = X1) e (0= %n) ~ (%o = %1) (X0 = Xz} e (%0 %r) " (x~xn)
y 1
+ [k - Xo) (%1 - X2) v (X -%:) (x-%) : "-11:r

¥n 1
L G = K)o ) s (X = Xeet) T (- 20)
Examoic 2.1 [
Given the values: G
[x] 5 | 7 [ n | 13 | 17
[fxy | 150 | 3s2 | 1452 | 2366 | 5202 |
Evaluate 1(3) using Lagrange's formula.
Solution:
Here;
* xbmE; xn=7, x=11, =13, x=17
i and, yo= 150, y1=392, yi= 1452, y3=2366, y+= 5202

£t ¥-X)(Xx-X2]{X-X3 &
) = ey 3] (%0 - X2) (o - x2) * *°
% - Xo)(x - xa)(x-%3)
35 (x1 — xo)(x1 = %2) (a1 - X3) n
jx-nllx—m"x—xz] i ¢
T x)xe-x)(-x0) "
(- xo)(x - xs)(x=%2)
ATl x)fe-x)
x-xo)(x - ) (x-Xa)(x-%a)
"[muxn](m-xl](m—m](m-xs] e .
- Putting x = 9 and replacing the above values in Lagrange's formula, we get,
9-7)(9-11)(9-13)(9-17
)= E-7E-106-18)6-17) 150
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+{.3j_:%g:_;%g—:i—g}{3:—}%xasz'

g (11%:515(;1 : 7](?1--133](1-11- 17) > 1452

‘7 -;}5{13: ;](‘1;?“-1}1]?1_71—313} %5204
50\ 3136 3872 2366 578

=(—~3— +_15—+-§_+T 5

f(9) =810

Find the polynomial f(x) by using Lagrange's formula and hence find 1(3) for

BB o |- 1 | 2 | S
.

Solution:
Here;
x0=10, x1=1, x2=2, x3=5
and, yo=2, yi=3, y2=12, ya= 147
La,grarlge"s formula Is,
" [ %) (% - x2)(x = X3)

Y=o - x) (xo - xa) (xo =) * ¥°
[3% = x0) (% = x2) (% = x3)

* (31— xo) (%1 = %2) (1 - x3) ™ e

(% — %o} (3 = %2 ) (3 - x3)

e x0)0a-x) G -xs) Y

x= xn[_{x— xa](x -'xz|

T =30 (X5 - 1) P - x2) * Y

_x-1(x-2)(x-5)
So-n-20-5**2

L 0)x-2)(x-5)
a-0)(r-2)(1-5 *3

s x=0)x-1)(x-5
2-0r-1nEz-5*12

- lx-ﬁllxé 1")('-2!
: (5-0)(5-1)(5-2) ¥ 147
Hence, f(x) =x? 4 x2 - x4+ 2 ' -,

. =38 )
‘ r[:-l)-a_+3’~3+z=z7+9.-3+2=35
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Find the missing term In the foll g table using Int

Nedis 0 1 2 a 4
x| W 3 ] - [Tl
* Solution: ;
Since the given dala is unevenly spaced, we use Lagrange's interpolation
formula.

X=X1)[{x - xx X=X [ n||x x;]lx x:l
Y= oo = x0) (%0 = x2) (0 - %3) ™ Y0 Ty o) et - xa) 01 - x5 "V

I &Hx 8|" X}I .'(E"X XIIIX XZI

* P - xo)(xa- ~x1)(x2 - x9) * Y2 [x: X0) (%1 - 1) (k3 - %2) * I

Given that;
xo=0, xi=1, X2=2, Xi=4
yo=1, y1=3 y2=9, ya=

[x-1)(x-2)(x-4) (x - 0)(x - 2)[x - 4)
Y2o-no-20-9 tacor-u-4"

L= 0(x=1)(x - 4) {x-0)(x-1)(x-2)
*z-0e-DE-0* 2 E-0e-nE-2)*
When x = 3, then,
(3-1)(3-2)(3-4) 3(3-2)(3-4) 3(3-1)(3-4)
y= + 1 + =y xg

3(3-1)(3-2)
+ 74 « 81
1,27 81
=4-3+ 2 +24~31
Hence the missing term for x =3 isy = 31.

2
Using Lagrange's formula, express the functl ;g_::‘)‘(x*-xz;(:-s]"“““‘
of partial functions. '
Solution: .
Lgtuggw]mwy:sxhxo1farx=1,x=23ndx=3‘
These values are:
x| w=1 x=2 x2=3" *
¥ | yo=5 | ;=15 | y2=31
Lagrange's formula is,

[ u !!] ‘ L_;HI-J(I[
y= ff;;-;}}{";n:‘!ﬂ;m*{m —xo)(x1 - x2) * Y laa = wa)(xea) ¥
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Replacing the above values, we get, .

[x-2] 3) [x-1)(x= 3) |x—1]:x-}

T [T ) R T8 [P I RV )
=250-2)(x - 3) - 15(x - 1)(x - 3) + 15.5(x - 1)

Ixt+x+1
Thus, T1)(x-2)(x-3)

ZS[st 2||x -3)-15[(x-1)(x~ 31+155|x 1)(x-2)
(x-Dx-2)(x-3)
AR LI 15.5

“x- 1] - Z] (x-3)

%31

2.2.2 Divided Differences

'The Lagrange's formula has the drawback that if another interpolation
value were inserted, then the interpolation coefficients are required to be
recalculated. This labor of recomposing the interpolation formula which
employs what are called ‘divided differences”. Before deriving this formula,
we shall first define these differences.

If (xo, yo), (%1, y1), (X2 ¥2) e be given points, then the first divided
difference for the arguments X, x1 is defined by the relation

_yi=yo
[xn, x1] urf‘!‘yn = =

Similarly,
[x1, x2] or ;?:)'n . T
3-y2
and, [xz 3] or -} R

The second divided difference for xo, %1, %2 is defined as
7. _Ixu X - X1

[pem, %1, x2] o1 xf‘x;yn = FreE,

The third divided difference for xo, x1, %z, x3 is defined as
5 . 3 = |x1,xz‘x:] - |xu, X1,)¢z|

[0, X1, Xz, xs] or i ixlyn = %=X
Properties‘of divided differences
1. The divided differences are symmetrical in their argumen.ts i,

independent of the order of the arguments.
_._1,_._“ L
Xo-%Xi ' Xi-%

Yo
*To-x)io-x) e xu}{x: x2) " [x2 - xn](x: -x)
= [y, Xz, o] or [x2, %o, x1] and so on.

[0, %1] = = [xl, xa], [0, X1, x2)
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2. The nth divided differences of a polynomial of the nth degree are
constant.
Let the arguments be equally spaced so that
M =X0EX2 =Xl & hiin =Xg = Xpy = h
Then, [xo, 1] =ﬁ+é¥
) [x1, %2] = %o, 21]
Xz = Xn
L[é.\:z YT . S
“zhlh Th ]"nh'”"

[x0, %1,

and in general,

[X0, X1, X2, vnrene s Xn] = $ﬁ'yn i

If the tabulated function is a nth degree polynomial, then "o will be
constant. Hence, the nth divided differences will also be constant.

L Newton's Divided Difference Formula '

Let Yo, ¥i. ¥2 sy ¥o be the values of y = [(x) corresponding to the
arguments Xo, X1, Xz, . xa. Then from the definition of divided differences,
we have,

. xo] = 0
So that,

¥ =yo+ (% -x0) [x Xo]

Again,
[x, Xo, 1] = B’%‘f}?‘ﬂ

which gives,
[, o] = [x0, x1] + (% = %1) [x, %0, 31]

Hence the equation (1) becomes, :
j'=yaf(x—Xu][xn.K|]*[X-Xo)(x-h)[!(.kn.!h] veui [2)

jx, Xy x;[ - IKI Xo, xgl

Also, [x, o, X1, x2) = X = X1

which gives [x, xa, X1] = [xo, X1, Xz] + (% - X2) [, Xo, X1, X2]
Replacing this value in equation (2), we get,
y = yo+ (% - xo) [xa,x1] + [x - o) (% = X1) [Xo, X1, %2]
+ (- x0) (X - 1) (% - %2) [, o, X1, Xz}
Preceding in this manner, we get,
¥ = yo & (X - xa) [0, %3] + (= X0) (x = 31) [0, ¥, x1)
(% = %0) () = K1) o (% = Xa) [X, Xo, Ky s X
# (% = xa) ¥ - x1) (6= %) [ Ko X Xa] ¥ v e ()]

(1)
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Which is called Newton's peneral tnterpnlatrlun formula with di“"ﬂfd
differences. , ]

.. Relation between Divided and Forward Differences

11 (0, yo), (1, 1), (%2, Ya)s wmnes be the given points, then,

22

Mso, ﬁynl= Y1 =¥o
1F %0, X1, X2, servisins are equispaced,
then, xi,-%o=h,sothat,

[mm]=§]_|\m

Similarly,
A
(%1 %] = _I?:'l
Now,
h h

I)(h )ﬂl = |l¢w. X]l o

! [xo X1 x] ==y h

_ Ay - Ayo
T
Ay
2ih?

[+ xz = xo = Zh]

Thus, [xo, ¥, x2] =

Similarly,

i

2Mn?
Ay Ayo
2 2z 2 _ 2

2h° Zh z.ﬁ. [12 Ay ['.'xg-x“=3h]
X=X 2h%(3)

) [*n.m, xa] =

[, 31, X2, %3] =

ﬂ]
Thus, " [xo, X1, X2, %3] =-§§‘:—§

In general,

Ay

nlh" }

This s the relation between divided and forward differences.

[0, %1, X2, soener ¥n] =

Glven the values:

s _‘.',‘ 5 7 n 13 7
|+ 180 392 1452 2366 5202 |
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4 Eﬂ"‘“ (8), using Newlon's divided ditference formula,

: C,e;ﬁn_g dlfference Iable from Newmn s r]lvldend difference formu]a as

'
1392-150 A
55 i e 79 3 ]
=121
, 265-121
Rl 11-5 =24
1452 - 392
11-7 32-24
=265 [ AREET
3 457 - 265 1-1
11] 1452 e ) — L.
: 2366 - 1452 N
13-11 42-32_1
=457 =7
' £ 709457
13| 2366 - ﬁ:ﬂ
5202 - 2366
17-13
=709
17| 5202
Here, ive have,
[x0, 1] = 121
© o, %, x2] = 24
[x0, X1, %2, %3] = 1
[x0, X1, Xz, X3, %4] =0
Then using Newton'’s Gregory divided differgnce formula
Y=yt (x - %) [, %3] + (% - X0) (X - 1) [0, %1, %2]

g : X [x - x0) % - X1) (x - x3) [Xo, % Xz x1]
+[x x0) (x=x1) (x- xi] (K x-’] [xu.:u.xz x5 4]

 Thenatx=9.
+(3= = "
=150 + 484 +192 - 16-
e y=810

Henee.me va]ue off(9) 15810, .
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Using Newlon's divided differances formula, evaluate f(8) and #(15) given:
Given the values: ;
[ - 4 5 7 10 1 123
[ y=f) | 48 | 100 | 204 | o0 | 1210 | 2028
Solution:
‘Creating divided difference table . -
e | i 2 kg T e Tl g S LR, ety £ X,
(e Xne1) .'-ﬂ{‘-"*"'.’: ; ’?"""“'.’5 et Koy | Kont oo,
Pl |t Xnv2) 5  Xnez, Xp3) Xaet) | Mock o)
100-48
5-4
=52
97-52
5 | 100 2225218
____29;:;{;0 21-15_
10-4 -
=97
220-97 1-1
7| 204 20-37 5 -
900-294 | - -
10-7 2?—21:1 0-.0 3
=202 11—5’ 13-4
310 - 202
10| 900 11-7 113- 15=0
=27 =
1210 - 900
11-10 33-27
=310 13-7
409-310 3
11) 1210 13-10
: =43
2028-1210 ’
13-11 )
=409
13| 2028 | - __J
Here, we have, .
[x0,%1] = 52
[xo, %1, X2] =115
[0, 3, X2, %9] = 1

[o, X1, X2, X3, X4] = [0, X1, X2, %3, X4, xs]=0
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Using Newton's divided difference formula,
f(B)  =yo+ [x=x) [xo,x:] + (- x5) (x-x1) [, %1, 2]
+ (% = x0) (x = %1) [x - x2) [xa, X1, X2, %3] + 0 + 0
=48+(8-4)(52)+(8-4)(8-5)(15)
+(8-4)(B-5)(8-7)(1)+0+0
4 y=448
Similarly for x = 15,
f(15) =48+ (15-4)(52)+ (15-4) (15-5)(15)
+(15-4)(15-5)(15-7)(1)+0+0
=48+ 572 + 1650 + B80
f(15) =3150
Using Newton's divided difference formula, find the missing value form the
table:

x 1 2 | 4 [ s | 8 |
¥y 14 % | § | - | ®
Solution:

Creating dividend difference table
TN | yef) | fOexe) | fn Moot Naet) | (X Xovt, K2, Xao1)

-

1 14
[ Ja-14

6 9

Here, we have,
[xo, ] =1
[xa, %1, X2] = -2

3
[xe, X0, X2, %3] =75
Now, using Newton's divided difference formula,
y=yo+ (x-x0) [Xo, 3] # (x-%0) (x-X1) [xo, %1,%2]
#(x=x0) (x-x1) (% - X2) [0, %1, X2, X5]
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Thenatx=5

y=14+(5- D)+ 6-06-2(D+6-06-26-4(3)
o 14+-I$~—244-9

y=3 dezs ©
Hence, the missing value atx = 5 is 3.

23 NEWTON'S FORWARD INTERPOLATION FORMULA
Interpolation is the technique of estimating the value of a functio
intermediate value of the independent variable while the process of
the value of the function outside the given range is called extrapolation,

Let the function y = f(x) takes the values Y0, Y4y vy ¥ COTTESPON to X9, X5,
ey ¥n OF . Let these values of x be equispaced such that x, = xo + ih (i = 0,

n for any
Computing

s F—
. Assuming y(x) to be a polynomial of the nt degree in x such that y(xo) = yo,

y01) =y1, sy ¥(%n) = yn. We can write,

¥(x) = a0 +ai(x - xo) + az(x - xa) (x - x1) +as(x - xo) (x - x1)

(%= X2) # o+ An (X = X0) (X = X1) s (% = Xa-1) cr [

Putting, x = xp, X1, sy Xn successively in (1), we get, y

Yo =g, y1=av+a (X1 - %), ¥z = ag + a1 (X2 - xo) + a2 (2 - x0) (x2-x1)
and so on,

From these, we find that ap = ¥o, 8%0 = y1 - yo = a1 (%1 - x0) = ath
a =_‘}‘l:l'ﬂyn
Also, Ay1=yz2-y1=ai(xz - x1) + axfxz - %) (2 — x1)
=ath + azhh = Ayo + 2h*a;

, 1 1
a=g3 (Ay1 - Ayo) = 2 Alyg

Similarly as = 3_115“33"’ and so on._

Replacing values in ), we get,
[ A . A :
¥(x) = yo+ T (x - x0) +2—:‘$(x-m}(x-m

NEE | i - e
+ %;]{—: (- %0) (x=%1) (x-x2) + oo, ‘ - (2)

Now, if it is required to eva]uétey for X = xo + ph, then,
(x'-!m]‘-']Jh,)('fxl=x-x.n-[x;)m}=ph-h=(p-'1]h
(x-Xt)=X-%0~(X-%0)=(p-1)h=h= (p-2)hete

e A
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Hence, y(X) =¥ (%o + ph) = y,, then, (2) becomes,
! ¥r=Yo+plyo +E£L—]-Aiw +2{'L_H'tgldlyu

=1 [p-n-1
#—y o Ay e (3)
It is called Newton's forward interpolation formula as (3) contains yo and
the forward differences of y,.

y,:yl,+pﬁy°+a{p'2—?—l Z, ",Mlny“

? § [P =n-1
Ayo

NOTE:
1. ‘This formula is used for interpolating the values of a‘set of tabulated
; values and extrapolating values nf v a little backward. {i.e.. to the left)
\ of yo.
2, . The first two terms of this formula give the linear interpolation which
‘the ﬂm three terms give n parabolic interpolation and 000,

24 NEWTON'S BACKWARD INTERPOLATION FORMULA
Le the function y = {{x) take the values yo, vi, va, ... corresponding to the
values xa, %o + h, %0 4 2h, of x. Suppose it is required to evaluate f(x) for
x=x"+ ph, where p is any real number. Then we have,
¥p=f(xa+ ph) = Ep f(xa) = (1= 9) "y [+E'=1-¥)
[I cpo ol llp poe ooy, T,

[using Binomial theorem)]
+2
le, ypmyo+piye o B gy, R A,

Itis called the Newton's backward interpolation formula as (1) contains y»
" and backward differences of y». This formula is used for interpolating the
values of y near the end of a set of tabulted values and also for extrapolating
values of y a little ahead (to the right) of y..

Using Newton's backward difference formula, construct an Interpo]atlon

Polynomial of degree 3 for the data:
1(~0.75) = ~0.0718125, {~0.5) = —0.02475, !{-0.25} 0.3349375

1(0).= 1.10100. Henceﬂndi( 3)

Solution:
Creating the difference table from the given datas;
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R T R Satt s e\ tiatn
. =075 -0.0718125
0.0470625
-0.5 -0.02475 0.312625
0.3596875 0.09375
-0.25 0.3349375 0.406375
0.7660625
0 1,10100
Now, using Newton's backward difference formula

30 =5+ puys + HE vy, o

E[L—-]-[-E—“ i ys

x=0_ _x _
Taklngx;:ﬂ,p-—- M =025-4x
14 +1)
§() = 1.10100 + 4x (0.7660625) + 232 0.406375)

dx (4x+1) [4x+2)
S 4x+2) (5 09375)

11014 3.06425% + 3.251x¢ + 0.81275x + x* + 0.75x2 + 0.125%
L y=x3+4001x2 + 4.002x + 1101
is the required interpolating polynomial.

1
Mx:(— 3),_
n_(.Ly 1y 1
y{j 3)-( 3) +4,nm(-._3) +4.002 (—'3)4’1,101

=0,174518
Example 2.9
Using Newton's forward formula, find the value of (1.6) if
1 14 | 18 | 22
V‘rcx) 349 | 482 | 596 | 65 |

Solution:
| Creatmg difference table
1 | 349
Silba . 133
14 4,82 -0.19
5 3 ; 1.14
18 5.96 \ . =06
E 054
2.2 6.5
We have,
x=16, x=1, h=14-1=04
x=xo+ph
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61
o, P‘Io_q =15

Now, using Newton's forward formula

- pﬁyﬁﬂ%—”n'ﬂ +2[F"_131i[ulasw
=3.49 + 1.5(1,33) + l'Eﬂf,_s;’«l(-o.w)
LS5 -1) (15-2)
+ 2 (-0.41)

6
=349+ 1.995- 007125 + 0.025625
yi6= 5439375
Hence the required value of [{1.6) is 5.439375.
Example 2.10
Given, sin 45° = 0.7071, sin 50° = 0.7660, sin 55° = 0.8192
sin 60° = 0.8660, find sin 52° using Newton's forward formula.

Solution:
Creating difference table from the given data,
x=0 | y=sino by [ sy A%y
45° 0.7071 v
0.0589
50° 0.7660 : -0.0057
0.0532 -0.0007
55° 0.8192 -0.0064
. 0.0468
60° 0.8660
Wehave,
X=52, x=45 h=50-45=5
X=xp+ph
52-45 7
o, p.2e-4 7
P=g
Now, using Newton's forward formula
-] plp-1(p-2)
¥52= yas + pAyss ,"E[EILlﬂ:y“ + 3l a,yﬁ
16-)
2t ik

=07071 +Z (00589) + =5 (-0.0057)

Z(Z- 1)@ z) (-0.0007)
% 3
A =0.7071 + 008246 ~0.001596 + 0.0000392

Heney Yo =0.7860032
required value of sin 52° 1s 0.7800032.
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ton's backward diff
4inx:

- to the data below, to
Apply formula to o obtain 3

We have, 3
=5 h=5-4=1-
x=%+ph

X=X X-5
or, PR =4 =x~-5

Now, using Newton's backward difference formula,
n(pz'!f 1) Pyes plp+ 1;1(9 +2) Py

YOO =yat pya+
EIE*"“E‘ZHE" )
+ 1] 5 V‘}"&
=T+ (x-5)(2)+ 3 (x-5) (x-5+1)
4%(x-5)(x-5+1')(x-5+2]
16 : : :
+'2'_{(x-5}{x-.5+1)(x—5+2][x-5+3)
=142x-10%(2x-10) (x- 4) +%(x~ 5)(x-4) (x-3)

L
+'3'[x-5){x-4]{x--3) x-2)

=1+2x-10 +2x = 18x +40 + 1,333 - 16x2 + 62.667 - 80
- +0.667x* - 9333 + 47.33x2 - 102.667x + 80
y(x) = 0,67x* - B.003x* + 33.33x% - 56x + 31
is the required polynomial,
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25 LINEAR INTERPOLATION

The simplest form of interpolation is to approximate two data points by a
stralght line. Suppose we are given two points (xi, f(x1]) and (xz f(x2))-
These two points can be connected linearly as shown in figure 2.1.

t

()
flxz)
x)
fixy]
‘ =
Figure 2.1: phical rep ion of linear polati

. Using the concept of similar tria ngles, we can show that,

f(x) - 1) _ f{xe) - fx1)

X-X1 X2-X1
On solving, we get,

() = ) + (x- x,)ﬂ“—;]x-:—{fl’—’l (1)

Equation (1) is called as linear interpolation formula. Note that the term,

ﬂi;'}:iLnlrcpresente the slope of the line. Further, note the similarity of
ST
equation (1) with the Newton form of polynomial of first order.

SGER ) !

ao = fi(u)
fx2) = fx1)
AT -

The coefficient ai represents the first derivative of the function.

The table below gives square roots for integers. Determine the square root

of 2.5.

Solution:

The given value of 2,5 lies between the points. Hence,

U ime2 ; () = 14142 v
=3 e fx)=1.7321
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1.7321 -1.4142
Then, f(25). =14142+(25-2.00 "33

[-:f{x]=ﬂx|}0(xnm) S ]

X-x
=1.4142 +05x 03179 = 15732
The correct answer is 1.5811, The difference is due to the use of a linear
model to a non-linear one.

2.6 CUBIC SPLINES
The concept of splines originated from the mechanical drafting tool called
"spline” used by designers for drawing smooth curves. It is a slender
flexible bar made of wood or some other elastic materials. These curves
resembles cubic curves and hence the name “cubic spline” has been given to
the plecewise cubic interpolating poly ials. Cubic splines are popular
because of their ability to interpolate data with smoath curves, It is belleved
that a cubic polynomial spline always appears smooth to the eyes.
In the interpolation methods so far explained, a single poly lal has been
fitted to the tabulated points. If the given set of points belongs to the
polynomial, then this method works well, otherwise the results are rough
approximations only. If we draw lines through every two closest points, the
resulting graph will not be smooth. Similarly, we may draw a quadratic
curve through points A, A and another quadratic curve through A, Az
such that the slopes of the two quadratic curves match at A, The resulting
curve looks better but is not quite smooth, We can ensure this by drawinga
cuble curve through A, Aus and another cublc through Awi, Aiz such that
the slopes and curvatures of the two curves match at Aiy, Such a curve Is
called a cubic spline. We may use polynomial of higher order but the
resultling sraph‘ts not better. As such, cubic splines are commonly used. This
technique of spline fitting is of recent origin and has important applications,

a ..I 5 -9“_1 %
oA WO _\Z.;m
= ?\L):/&;: L,

A R
R N N LT R o L o
0 X % Xz % Kl Kip g "-I--I :E, x'
: Figure 2.2 ;
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Consider the problem of interpolating betwéen the data points (xa, yo)
(8, Y1)y s (X ¥n) by means of spline fitting.

Then the cubic spline f(x) Is such that,

] f(x) Is a linear polynomlal outside the interval (xo, Xa).

i) f(x)isacubic polynomial in each of the subintervals.

i) () and "(x) are con'tinucus ateach point.

since f(x) is cubic in each of the subintervals f(x) shall be linear,

& Taking equally spaced values of x so that x.1 - i = h, we can write,

P = 2 [(xer = X) 1) + (x-x) )]

On Integraﬂng twice, we get.

The constants of integration a, bi are determined by substituting the values
- of y = f(x) at xi'and xi1. Thus,

if W
a =H[)f| =T f"(m]]

1 i
bi =‘|'_.‘[}'| 1=3) f"[mu]]
Replacing the values of ai by and writing ['(x]) = M, (1) takes the form,

[‘__Hl 2 M1+L—J“x-h M+ 2 ( D"MJ

() = i :
+ (x hxl) (y;a -1 MM) i TR L e 2)
Fix) = L’“'_l_ﬂ- M+ Mm T [M,.‘ M)+ b [}q.l - yd
To impose the condition of canlmulty of f‘[x] we get, : Y

f(x-€) = =Fx+E) as€=0 h
e T ,1
B am- M) + =) =g @M M)t (=¥

or, Myt # 4Mi+ Mist = % (yra- 2w+ yia),i=1ton= 1

Now, since the graph Is linear for x < %o and ¥ > %
Mo=0,Ma=0 ; e (4)

Equation (S)Iand (4) gives (n * 1) equations in (n +1) unknowns M(i=0,1,

sy ) which can be solved,

Replacing the value of Miin (2) glves the mncernad cubicspline.

we have,
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ey
Obtain the cubic spline for the following data: 5
x 0 1 2 3
Yy 2 -6 -8 2
Solution:

Since, the points are equispaced with h = 1 and n = 3, the cubic spline can be
determined from

Misa + 4Mi 4+ M= B[y 1 - 2y + yia) i= 1, 2.
Mo + 4My + Mz = 6(yo - 2y1 + y2)

M1+ 4Mz + Ma = 6(y1 - 2y2 + y3)

.

ie, 4Mi+M:z=36 [+ Ma=0,M3=0]
Mi+4M: =72
On solving, we get,

Mi=4.8and M:= 168
Now, the cubic spline in (x S x < x4) is,

1
f(x) =%(x.-1 -x)" M +%{X = "']3 Mint # (x01) (y. 6 M')
+[x—Xi}(}'n| -%M.u)

Takingi=0, »

3 I'[x)=%[‘l -x)" % 0+I%[x-l})][4.3} +(1-x) (x- D)+x(—6 -% x 4.8
=08x*-B8x+2(02x<1)
Now taking i = 1, the cubic spline in (1sx=2)is,

00 =2 (2% x (48) +§ =17 (168) + (2-x)

1 i
[4 et (4,9)]+ (x-1)[-8-1(168)]
v =2X-584x2-168x+ 0.8
Taking i= 2, the cubic splinein (2 <x<3)is,

3 1 1. :
f)=F3-x°x48+ G- (0)+(3-x)[-8-1 (16.8)]
*x-2@2-12) . :

=-0.8x% + 2.64x2 + 9,68x -14.8-

2.7 CURVE FITTING: REGRESSION

In many applit’:ations,_ it often * becomes necess
mathematical relationship between experimental val

ary to establish a
may be used for either testing existing mathematical

ues. This relationship
maqdels or establishing
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_—
new ones. The mathematical equation can also’ be used to predict or
forecast values of the dependent variable, The process of establishing such
relationships in the form of a mathematical equation is known as regression
analysis or curve fitting, .
suppose the values of y for the different values of x are given. If we want to
know the effect of x on y, then we may write a functional relationship
y:ﬂl}.

" The variable y is called the dependent variable and x the independent

. variable, The relationship may be either linear or non-linear as shown in

figure 2.3. The type of relationship to be used should be decided by the
experiment based on the nature of scatteredness of data.
Itis a standard practice o prepare a scatter diagram as shown in figure 2.4
and try to determine the functional relationship needed to fit the points.
The line should best fit the plotted points. This means that the average
error introduced by the assumed line should be minimum. The parameters
aand b of the various equations shown in figure 2.3 should be evaluated
such that the equations best represent the data,

f

y=aebi

H—

Figure 2.3: Vari Intlonships b xandy
I Fitting Linear Equations :
Fitting a straight line is the_simpleét approach of regression analysis. Let us
consider the mathematical equation for a straightline,
y=a+bx=f(x) ’ ;
W describe the data. We know that 'a' is the Intercept of the line and b’ is its
slope. Consider a point (x, ) as shown in figure 2.4. The vertical distance of
this points from the line f(x) = a + bx s the error . Then;
G=yi-fx)=y-a-bx ! ~RATES e (1]
Te are varjous approaches that. could be tried for fitting a 'best' line
through the data, They include, j : :
L Minimize the sum of errors f.e, minimize i :
2% Zqi=Zyi-a-bx B sl

Scanned with CamScanner



VN

90 A Complete Manual of Numerical Methods

2 Minimize the sum of absolutg values of errors .
Zlq = Z|(v-a-bx)| ' v (3)
3 Minimize the sum of squares of errors ]
tqd =E(yi-a-bu)? el

Liﬁe f{x)=a+bx
Error, q
Point(x_, ¥)

K—0 Y

Figure 2.4: Scatter diagram
It can be easily verified that the first two strategies do not yield a unique
line for a given set of data. The third strategy overcomes this problems and

guarantees a unique line. The technique of minimizing the sum of squares
of errors is known as least squares regression.

A. Least Squares Regression
Let the sum of squares of individual errors can be expressed as,

Q= Z ot = K o1- foar?

= Y 2

=X [yi-a- bx) e (1)
In the méthod of least é-quargs, we choose a and b such that ) is minimum.
Since Q depends on'_h‘a' and 'b', a necessary condition for Q to be minimums,

.§‘=Oand%§'= 1] 2

Then, =25, (n-a-bx)=0 |

22 Bnmi-a-bx)=0 .

(2
Thus, Zyi=na+ bEx
. Ixyi = alx + bIxt
These are called normal equations,

e (3)
Solving for a and b, we get :

nZxf - (2x)?
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n

= T
a=.n -b_ﬂ_l'=}’-hlﬁ'

when ¥and ¥ are the averages of x and y valyes respectively.

Fit a straight line to the following set of data;
BwE 1 T 2 4 5
2 e

Solution: )

Ni I_'_._;'.

i

5
=150
We know,
b 2 nZxy| - Luly
nExf - (Ex)?
Here,n=5 :
5%90-15x 26
g0 e
5x55-15

Sle o v s wis
L=

=120

Similarly,
Zyi_bZxi 26 15
a=T-BELB 1202 160
Hence, the linear equation is,
y=a+bx=160+1.20x
Algorithm for Linear Reg: i

1 Start,
2. Read datavalues.
3 Compute sum of powers and products.
Ixy, Zyi, Exi, Zxiyn T SRR :
4. Check whether the denominator of the equation for b is zero.
5. Computebanda. g
6. Printout the equation. :
7. Interpolate data, if required. |
8. Stop, ; ;

B.  Pitting Transcendental Equations

The relationship betvween the def endént and independ ¢ variables is not

always Jinear (refer figure 2.5)
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X —

Figure 2.5: Data would fit a non-linear curve better than a linear one. |
The non-linear relationship between them may exist in the form of
transcendental equations (or higher order polynomials).
For example, the familiar equation for population growth is given by,

p=poek : e (1)
where, po is the initial population, k is the growth rate and tis the time.
Another example of non-linear model is the gas law relating to the pressure
and volume as given by,

P=av (@)
Let us_consider equation (2) first. If we observe values of p for various
values of v, we can then determine the parameters 'a’ and 'b'. Using the
method of least squares, the sum of squares of all errors can be written as,

Q= [pi-avtF
To minimize Q, we have,

9 _ Q-
X -0 and =0
We cani prove that;

Epivi = aZ(v])’

Zpvt Invi=aZ(W) In vy . i
These equations can be solved for 'a’ and 'b". But since 'b' appears under the
su;:f:?ﬂm sign, an iterative technique must be -employed to solve for 'a’
and ‘b’ : i
However, this problem can be solved by using the algcrithn;. given in the

previous section In the following ways; let us re
i write th
conventional variables x and y as, : o2 sy

y= axb % : ar
1f we take logarithm on ‘both sides, we get, | ._ : :
Iny=ma+binx i ittt kD
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This equation is similar in the form to the linear equation and therefore,
using the same procedure, we can evaluate the parameters a and b,
_DnEmxitnyi<EinxEn
T nE(inx)®- (Z In w)? (A e (4)

1
ﬁla:l{=g[£fﬂy‘.-b2]’nm}

a=ek . s
similarly, we can linearize the exponential model shown in equation (1}(b3)'
taking logarithm on both the sides. This would yield,

mP=hpo+ktine
Since, Ine=1 i - -

We have,

nP=Inpo+kt I e (6)
This i$ similar to the linear equation, "

y=a+bx
where,y=InP

{ a=Inpe
“-b=k

x=t
We can now easily determine 'a’ and 'b' and then poand k.

There is a third form of non-linear model known as saturation growth rate
equation as shown below; i '

p =R’% + e (7]

This can be linearized by takirig inversion of the terms.

1 a1 1 : :
S i ~®

* This is again similar to thie linear equationy = a + bx
;

1

Where,y:% 3 Xy
% 1 ke
a=y; b=

Once we obtain 'a’ and 'b’, they could be transformed back into the original
" form for the purpose of analysis.

il

Given the data table, :
o 1 2 “ 4 5
= R 2 R LR .
Fit a power-function model of the form.
y:nx”
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Solution:
Given that;

COmx) X Unyy

1 -0.6931 0 0
2 0.6931 0.4805 . 0.4804
3’ 1.5041 1.2069 1.6524
4 2.0794 1.9218 | 2.8827
5 2.5257 25903

Sum | '6.1092 16,1995

We get,

_nEnxin E"‘ ShnxZiny 5x9:0804- (4.7874) % (6.1092).
T Enx)-(Elmx)? (5)(6.1995) - (4.7874)°

_ 45402 - 29.2472
"~ 30.9975-22.9192

=1.9998

. 1
Ina= % (Einyi-bZin) =7 (6.1092 - 1.9998 x 4.7847) = -0.6929

4 a=e"®=05001
Thus, we obtain the power - Function as,
y =0.,5001 x199%
Note that the data have been derived from the equation,

Y=o
The discrepancy in the computed coefficients is due to mundoffe_rro’rs.
C. Fitting Polynomial Function ..
When a given set of data does not appear to satisfy a llnear equations, we
can try a suitable polynomial as a regression curve to fit the data.'The least
squares technique can be readily used to fit the data toa polynor;liai. ;
Consider a polynomial of degree m - 1, )

V= a1+ 22K + A3K2 + weens + ApXM1- i : _‘___{1]

=1x)

- If the data contains n sets of X and ¥ vaiues, then the sum of square ‘of the

errors isgivenhy, e
e=Fi-roar ol

Since f(x) is a polynomial and contains coefficients ax, az, as, ete. We have to
estimate all the m coefficlents. As before, we have the :following m
equations that can be solved for these coefficients '
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Con;ider ageneral term,
gli:__z g{m-f[x.}]é{%l:u
M) _ g
2 N
Thus, wehave,
Zo-toa1d=0,  j=1,2%m :

Ty - ol fx)] = 0
Replacing for f(x),

g;.)d" (A1 + 20X + 23K} 4 o # A X™) = g}ﬁ o'

These are m equations (j = 1, 2, ......., m) and each summation is fori=1ton.

ain '+ az £ + a3k} + e + an I = Ty

a1Exi + agEX] + 3T + e+ AN = Ty e (3)

= X . 1
HZ™ + aEx" + IR+ 4 AN

2m-2 = E)"m’"“
The set of m equations can be represented in matrix notation as follows:
CA=B s EE
where, % 3
[ n B Db o D™D
I Bl - EX_|M !
l: !:x.m-l : " wot hos 'miim-_z_
[ a1 In .
az yixi
A=| a; |,B=| EIyx
2 el IR B o
- Am Ty™
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The element of matrix C is,

Cl k) = g 't oy=1,2, mandk=1,2, .., m,

Similarly,
B[]]l:l%y.m’" i =L 2w m

Example 2,16

Fita d order polynomial to the data In the table below;
x 1.0 20 3.0 4.0
y | 60 1.0 | 180 | 27.0 |

Solution: ! i
The order of polynomial is 2 and therefore we will have 3 simultaneous

equations as shown below.

ain + a:5x + a:5x1 = Ty

ailx + azixf + aslxi = Tyix

arZx + asIxi + astxd = Syl . .
The sums of power and products can be evaluated in a tabulator from as
shown below; 2

1 6 1 ; R 1 6

2 11 B 16 22

3 18 27 81- 54

4 27 64 256 108

= o2 100 | dsa [T 90

_ ; :
Replacing these values,
4as + 10az + 30a: = 62
op 10a; + 30a; + 100as = 190
30a; + 1002z + 354a; = 644
On solving, we get,
a=3
=2
a=l
Hence the least squares quadratic polynomial s
y=3+2xex?
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BOARD EXAMINATION soLyEp QUESTIONS

Use appropriate method of |
glven table:
B
gn o

terpolation to get sin 0 at 45" from the

[2013/Falr
solution:

Here, the data of 8 =xis equispaced an
which is near the end of the provided tabe.

S0, we use Newton's backward interpolation formula,
Now, creating difference table from given data

x=8 | y=sin@ Vy Wy vy 7y
10 0.1736 [
0.1684
20 | 03420 -0.0104
0.1580. [ | 00048
30 0.5000. [ | -0.0152 0.0004
0.1428 - | -0.0044 |
40 0.6428 -0.0196
0.1232
50 0.7660 | - A
We have, b
' ¥=45, h=50-40=10, x,=50
Then, ‘
%=Xa+ph
. 45=50+p1p0
* p=-05

Now, using Newton's backward interpolation formula

plp+1)(p+2}
Ye=ys + pVys + 2(22_"*11 Viys + 3 Vs

-3
LRt IEJZI (p+ 31‘,4},‘l

(=0.5) (-0.5 + 1) (-0.0196)
2

=0.7660 + (-0,5) (0.1232) +
L [20:5) (-0.5 + 1) (0.5 + 2) (-0.0044)
3l

A=0.5) (-0.5+1) (05 ;JZ] (~0.5-+ 3] (0.0004) .

d we have to get sin Bath=x=45°
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= 0.76660 - 0.06
& yp=0.7069

Hence the value of sin i at = 45°is 0.7069.

16 +0.00245 + 0. 000275 0 00001

jcal Methods

2. me ihn luﬂowlrly data:
4

N L

12’5

‘r' Tyl o s
Fit a power functio
Solution:
We have the function
y= axh
Taking logio on both sides
" loguy=logw (axt)
“or, logny=logwa+h logio %
Comparing with'the equation,
; =A+bX
where, Y = logwy
A=logwa
X=loguox
Forming normal equations as
IY =nA+bEX
EXY = AZX + bIX

nmudalofthefrumv:ax :

n=5

liﬁa.'rall

(D)
@

Now, equation (1) and (2), we get,
2.625=5A+2.078b - wE
1.71=2.078A + 1.168b

sotong st ) and (3, .

A=-0299
or, a=antilogi(-0.299) =0, 5
and, h=1996

Hence, y = 0.5 x19% |5 the required function.
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3, MPIspull required to ift a load W by means of a pulley, find a linear
. law of the form P = mW + C using the following data:

i 12 15 21 25
W | 50 70 100 120
' [2013/Spring]
Solution: ;
We have the function ) .
P=mW+C [*Y=a+bX]
Forming the normal equation - : }
LESMOETENE 1005 PR LT A m
PWP=CEWemEWS: ¢ 0 (2)
n=4
50 12 600 2500
70 15 1050 4900
100 21 2100 10000
120 25 3000 14400
| Z¥=340. X =73 IKY=6750 . | 3x'=31800
Substituting the obtained value from table to equation (1) and (2), we get,
7=4C+34m . .7 7T (a)
6750 = 340 C + 31800 m e (b)
On splving (a) and (b),
C=2275
m=0.187

Hence a linear law is of the form P = 0.187 W +2.275. ;
4 Estimate the value of sin 8 at 0.= 25 using Newton-Gregory divided
difference formula with the help of the following table:
g 10 20 | a0 40 50
: 0.1738: 0.3420 05 | 0.6428 | 0.7660 .
< fr A . [201%Spring]

Solution; : B T
From Newton-Gregory divided difference formila for-5 data points, we have,

%
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10 |0.1736
0 ;;jzg -0, ]Hﬁ
20-10 .
=0.0168 .
00158 - 0.0168
20 | 0.3420 30-10
i | ~-005x 107 tos
0.5 - 03420 [-82 m"j-[-u,nsuu"]
30-20 40 - 10
=0.0158 a1 x10®
0,0142 - 0.0158 s (-0.5x10°4)~(=1x10"]
| 05 40-20 50-10
=-8x 107 : = 0.0125 x 10°¢
0.6428 =05 [-9.5% 10°5)-(-Bx10°%)
30-30 50- 20
= 00142 =05 %107
00123 - 0.0142
0.6428 50 - 30
=-95% 10°%
po sl o e

We have,
[0, x1] = 0.0168
" [0, %1, x2] = -0.05 x 107
[0, X1, X2, X3] = -1x 10
[0, X1, X2, X3, xa] = 0.01‘25 x10°
Then, using Ne\;wn's] l;rego:]—y divided difference formula
y =yo+ (%= Xo) [Xo. X1 + (x-x0) (x-x
+ (x=x0) (x-x0) (x - x;)] {;m. xﬁli.x:l?' &
+ 0~ %) (% - %1) (X = X2) [Ko, X1, X2, X3, X4] )
- 01736 + (25 - 10) (0.0168) + (25 - 10) (25 - 20) (-0.05 x 10°)
(25-10)05-20)25-30) (AR 10
+(25-10) (25 - 20) (25 - 30) (25 - 40) (0.0125 x 10°)

=0,1736 40252 - -
A y=04222. (375 % 10%) + (375 % 107%) + (7.031 x 10°7)

Hence, the value of sin 0 at 0 = 25 is 0,4222

5. Find
_ Iht!ﬂ'l\utl term In the following table using suitable
1 2 [ 3 4

3
% '; I .l 3 ? I 7 a

o1’
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solution:

To find the missing term frpm the glven table, we use linear interpolation
method atx = 3. i

Here, :
Tom=2, flx)=9
xz= 4, fx2) = B1
Now, from linear interpolation

B'(x]=f(x:}+(x~x:}mx—;]2%g&u
29+3-2) B2 g, 5645

& y=45
Hence, the required missing term is 45,
Next Method
Here, the provided data is unevenly spaced so, using Lagrange's
interpolation formula: 1
A% = xa)(x - x2)(x - x3) (3 = xo) (3 = 2] (x - %3] -
Y= o~ x0) (0 - x2) (o - %) Y * o — o) (31 - x2) (s = ) V'

[ — Xo}[x ~ 1) (x - %3] (3 = %o} {x - ;) (% - %z)

* (2 - ¥0) (%2 — %) (%2 - %3} 2 & (25 — 0] (3 - 1) (%2 - x1) ya

We have,
¥ =0 yo=1
x=1  wn=3
ilrz:_Z y2=9
x3=4 ya=81

Suhsl:iu:ltiﬁg the values P
(- 1)(x-2)(x-4) . [x=0)(-2)(x-4)
Y=o-nE-20-9V*a-0a-2a-4
o x-0)(x-1)(x-4) . (x-0)(x-1](x-2)
*eo0e-ne-49 D acnE-1E-2) B
When x = 3, then : g -
-1)(3-2)(3- : -1)[(3-4) ...
y-BLB=ACA, 53z (5.4, 2UE=4 )
+3(3-;]4[3-2] )
r o 2
=‘-3+ 2 + 4
=3 : vy
I{encememlningtermfnr?l‘?“}"m'
6. The following tabla glves the heights, x(cm) and welghts y(kg) of five
' persons.
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A “75 | 165 160 155 145
bty 1 ea 8B 55 52 48
Assuming the linear rolationship between x and y, obtain i,
. regression line (x or y). Also obtain x value for y = 40, . [2014,?“]
Solution:

For linear relationship between x and y, we have,

y=a+bx
Forming the mil'_m.ﬂ eipuation
LY =na+ bEX - (1)
Exy = alx + hix’ v el
n=5 i i
X ‘ XY X%
175 11900 30625
165 | * 9570 27225
160 ‘ 8800 . 25600
155 [ : 8060 24025
145 .48 6960 21025
[ Ex=800 i’ Yy=281 | Txy=45290 | Zx*=128500
Substituting the values obtained in equation (1) and (2), we get,
281=5a+800b . e (3]

45290 = B00a + 128500b

. wu(b)
+ Solving (a) and (b), we gel,

a=-49.4
b=0.66
We get,

y=-49.4 + 0.66x
which is the required linear regression equation.
Now, fory = 40
- 40 = -49.4 + 0.66x
e ‘% =135.45.

imp

7.  The foﬂwlgol:ﬂ;l: Tr‘nm the population of a town during the last sit
censuses. Estimate the increase In the
TS 1o 1875, population during the
Year | 1041 | 1051 | 1961 | o7y | 1ser [ 1891
12 | 15 20 27 39 52
[2014/Spring, 2015/Fall, 2015/Spring, 2016/Fal

Solution;

Here, ﬂ:ddnu ol glven year ks equispaced and we have to estimate dat al
1976 and 1978 whicl is near the end of the table,

So, we use Newion's b kward Inte pulation formula.

Now, creating diffevence tble trom given data,

; -
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%= year |y = Population
| x=year |y = Population [ vy [ g T o [ vy | vy
1941 12 ek i !
3
1951 15 2 i
TR il
1961 20 2 3
7 3 -10
1971 27 5, -7
12 : -4
1981 39 %
13
1991 52
At x=1976 x=1991, h=1991-1981=10
Then,
X=3¥+ph
or,  1976=1991+ 10p
p=-15

Now, using Newton's backward interpolation formula,

1] .
Spmyis Py E(rg_l Piys+ n{a;%?{mlvzw
p+1)(p+2)(p+3) +1)(p+2)(p+
il ) Py RE 1 (0 SJ![D Np+a) s -

=52+ (-15) (13) + EESLLLS+ 1)

(-1.5) [-1.5+1) (=15 +2)
+ o TiEagen e (71
(-15) (-1.5+1) (~15+2) (-1.5+3) |
* i 4 g :
(=1.5) (-1.5+ 1) (-1.5+2) (-1.5+3) (-15+4
g 5 HEAE28) g
=52-19.5+0375-0.25-0.1640-0.1171
yp =32,3439
Again, 3 3
Atx=1978, X =1991, h=1991-1981=10
Then,
%=Ha+ ph
or, 1978= 19‘!_‘1 +10p
F p=-13
Then, using Newton's backward Interpolation formula and substituting the
values, we get, 5
L]
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13+1
yp=52+(-13)(13) +L—]‘[—_+l(1]

ar 13][—13+1}( 13+z)( 0

( 13][—13+1H—‘13+2)[ 13+3)( -7

(-13](-13+1) (—1.3 +2)(-13+3)(-13+4)
x 51 .

(-10)
=52-16.5+0.195-0,182 - 0,1353 - 0.1044
yp= 34,8733
Now, Increase in population during the period of 1976-1978 is given by

APopulation = Yyaci97 = Ypat 1976
=34.8733 - 32.3439=2.5294

8. The pressure and volume of a gas are related by the equation PV =
C, where y and C being constants. Fit this equation to the following
set of observations. -

P(kglemd | 05 | 10 | 1.5 | 20 | 25 | 30
Viiteres) | 162 | 1.00 | 075 | 062 | 052 | 046
[2016/Spring, 2015/Fall, 2014/Spring]

Solution:
Given equation PV = C
Taking log on both sides, . - ke
log (PV) =log C ) B i I m p
or, - }ngP+logV’=logC .
or, lopP=logC-ylogV ’
or, Y=A-yX
~where, Y =logP
A=logC
X=logV
Forming normal equations
I¥ = nA - yEX ' : ' el
IXY = AZX - yZX : . S|

SR
-0.0629
0
T -0.0218
=0,0623

01123
-0.1607
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'_.________.———--—-__.__________‘__H———-—________

gubstituting obtained values in equation (1) and (2), we get,
1.050 = 6A + 0.742y
-0.420 =-0.742A - 0,2952y

solving equation (a) and (b), we get,

e (&)

A=-0,00137
v=1426

and, A=logC

or,  C=antilogie (A) = 107000197
C=0.9968

Hence, required equation is PV'*2° ='0 9948
9. For the following set of data, fit a parabolic curve using least square

method and find 1(2).
x 0.5 1 15 | 45 [ 65 | 75
[ 25 [ 27 | 35 | o5 | 84 [ 95 ]
[2015/Spring]
Solution:
© Wehave,y=a+hx+cx?asa parabolic curve,
Forming normal equations as, X
Ly = na + bIx + cEx? v (1)
Zxy = alx + bx? + cEx? we (2),
Exly = aLy? + bIxt + cExt. e (3)
n=6
iy -ﬁzy i e e e ey S
05 25 0.25. | 0125 | 0.0625 1.25 0.625
1 2.7 1 1 1 27 27
15, a5 2.25 3.375 50625 |- 525 | 7875

45 65 | 2025 | 91125 | 41006 | 2925 | 131.625
65 | 84 4225 | 27462 | 1785 54.6 354.9
75 | 95 5625 | 42187 | 3164 | 7125 | 534375
ol [ 7R 6 “Exis | ExiE Ixt= | Iay= Ixy =
(215 | 334 | 12225 | 792,11 | 536518 | 1643 | 10321
Substituting the values obtalned in equations (1) and (2) and (3), we get,
331=6a+21.5b + 122.25¢ _ {:;
164.3 = 21.5a + 122,25b + 792.11c e
10321 = 122,250 + 792.11b + 6365.18c . lrJl
Ving equation (a), (b) and (c), we get,
a=1.8840
b=1,0218
e=-0,0014

o (B)
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: Requ.;'n‘.rﬁd parabolic curvé isy= 18840+ 1,0218x - 0.0014x?
Now, to find [(2), .
f(2) = 1.8840 + 10218 % 2-0.0014%(2)

f(2) = 3922
10. Use Newton's divided difference formula to find f(3) form the
following data:
R 0 1 2 4 5 6
fx) 1 14 15 § 6 19
[2016/Spring]
Solution:
From Newton's divided difference formula for 6 data points.
Let,  y=f(x)
Ya= f{Xn. Xna I)
o = (X1, Xaet, Xni2)
ye=ttx... Knsly X2, Xne3)
Ya= %n, Xnet, Xne2y Xned, }{nq]
Ye= f[x.., Xnely sz.‘)(mf\. Hrrrdy ans}
Table: ) .
rx;ll:':y;.r.? «)" l y -.: Y‘ ! LY Ye ¥ o Ve
oy 1
14-1
“_1 o 13
} 1-13
. AN s
15-14
iy 246
i1 . 4oL
=5-1
2 L1,
5-15 3-4
y o] ==5 2+2_ 0-0-
5-171 &0
1+5 , 1-
Fie -2 €1 =0
5-4°1 6-2
6-2-1
13-1 ;
g 6-4 =h
6-5 =13
We have, L-_.._

n %, %) = 13 : =
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[xa, Xy, Xa] =6 f
[0, %1, %2, x3] = 1
[o0, X1, X2, X3, 4] = 0
[xa, X1, X2, X3, X4, X5] = 0
Notw, Newton's divided difference formula ,
¥ =yo+ (%= ) [x, %] + (%= x0) (x~x) [0, %1, 50
+ (X =x0) (x-x1) (% = X2) [x0, x1, %2, |
+ (% =x0) (x - %) (%= x2) (x - %) [Xv, X, %2 5, %]
+ (%= x0) (% -x1) [x - Kz) (% = %
Atx =3, we have, a
Y=14(B-0)13+(3-0) (3-1) (~6) + (3-0) (3-
=1+39-36+6
y=10
Hence, the value of y = f{x) atx = 3 is 10,

) (% = %4 [0, %1, X2, X3, X4, Xs}

1)(3-2)(1)+0+0

1. By the method of least square methods,
3 best fits the following data:

X 0 a1 S 0 T
y 14 27 a0 | ss 68

find the straight line that

[2016/Spring)
Solution:
Using the function y = a + bx to find straight line
Forming the normal equation,
Ty=na+bix (1)
Ixy =aZx +bIx? e (2
n= 5 :
SRR Ty T ' ¥
14 14 1
27 54 4
40 120 9
55 220 16
(] 340 25
C Ex=15TT TR S a04 0 [ sxy=748 1]y 3k2=55)
Substituting the values obtained in equation (1) and (2), we get,
204 =5a + 15 : ' E:}
748 = 15a + 55b
Solving () and (b), we get,
a=Q
b=13,6

Mce,y = 0 + 13,6x Is the equation of best fit

| .
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12, ﬂngrﬂMhofbnmﬂa (N) in a culture after t hours is given by the

followlng table:
FREEEEARE
a7 | o5 | o2 | 132 ]

“the relationship between bacteria N and time t Is of the form
N = ab'. Using least square approximation estimate the Natt=5hr,
[2017/Spring]

Solution:
Given that;
N=ab'
Taking N = log on both sides
logio N = logio (ab")
or, logwN=logia+logw b'
or, logwN=logwa+ tlogo b
Comparing with the equation,
Y=A+BX
where, Y =loguo N
A=logwa
X=t
B=logiob
Now, forming normal equations
IY =nA + BEX : . (D
XY = AZX + BEX @

0
1.672
3.624
5.889
B 8.48
R ‘ s R 19665 | =X =30 |
Substituting the obtained values in equation (1) and (2), we get, }
9.072=5A+10B : : e (@)
16,665 + 10A + 308 5 Y (0]
On solving (a) and (b), we get, :
A=15102
Then, B=01521

Iﬁ"|‘15||1I

1.505
1.672
1.812
92 1.963
132 2120

awN e o

W ofie
o
un
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o 8% anitlogte (A) = 10"%1% = 32,374

and, B=logw b
pe10°72 = 1419

afy

go the reldtion between bacteria N and time tIs
N=32374x 1.419'

Now,att =51,
N=32374 % 1419°
N=186.25

13, The following table gim !he peroenlage of criminals for different
age groups. Using interpol la, find the p ge of
criminals under the age of 35.

Underage | 25 | 30 | 40 | 50
“S%ofcriminals | 52 | 67.3 | 84.1 | 94.4

. (2017/Spring]
Solution: E . ;
The provided data in the table is unevenly spaced, so using Lagrange's
interpolation formula.
!)I ‘Ki":l( xzux X3 l IX xg[jx ‘x:"x )hl
Y= Toto = 0] (k0 - x2) (0 —x3) 7° * Toa - ) (s - a) (k- %) ¥
|x xul]‘x X1 ]Jl: xs] lx—xa (x- X1[jlt Xz]
+ Xz = ) (2 — x0) (52 - x3) 72+ (k3 = x0) (s = 0 ) (3 - x2) ¥?
We have,
x =25 yo=52
x =3q yo=67.3
%2 =40 yo=84.1
s =50 yo= 044
When, x = 35, then, )
y 5 - 30)(35 - 40)(35 - 50 (52)
=25 - 30)(25 - 40)(25 - 50)
( )(35 - 40)(35 = 50)
(gg ig][au 40)(30 - 50) (673)

35 - 25)(35 - 30)(3 - 50
{40 zsmo ~30)(40 - 50) (**1)

- 30)(35 - 40
{sn 25][50 30}[50 10) (%)

==-104 + 50.4‘!5-&0305 -4.72
y=77.405

Hence the percentage of crimlnnl under age of 35 18 77.405%.
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14, Find the number of students securing marks between 50-55 usjp,

appropriate interpolation t hnique.
Marks obtained | 20-30 | 30-40 40-50 | 50-60 .

No.of students | 10 20 30 40

[2017/Fan)
Solution:
Total number of students = 10 + 20 + 30 + 40 = 100
Here, the data of marks obtained, X is equispaced at interval of 10 and 50.
50 lies at near end of the provided table. g
So, we use Newton's backward interpolation formula,
Now, creating difference table . "

X y vy vy vy vy
20 0
10
30 10 10
20 0
40 30 10 0.
30 (]
50 60 10
40
60 | 100
_We_have. ;
x=50 ¥ =55 h=60-50=10
Then, 125
x=3%n+ph s
or, -50=x+10p
A p==-0.5_ ’ :

Now, using Newton's backward interpolation formula

- p+1) plp+1) (p+2)
Yo=yit pVyHE(%l\?ﬁu + 30 Vys
4. + +3 {
(B2 I

=100-05 %40+ 223 40y 040

=100-20-125 \
3 Vp=T78.75 =79 i
Hence, number of students securing marks between 50-55 are;

=79 -60

™

=19 students
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15. _The voltage V across a capacitor at time t seconds Is given by
falkmlng table

Time t(sec) 0 2 4 |8 8 10
" Voltage(V) | 150 | 63 | 28 | 12 |.56 124

If the relationship between voltage V and time 15 of the form V = ™.
Using least-square approximation. Estimate the voltage att = 2.6 sec.

[2017/Fall]
Solution:
Given that;
V=e+
Taking logio on both sides,
logio V = logie (e")
or, logioV=(kt) logw ()
or, logieV=[klog ()]t %
+  Comparing with @
Y=A+BX.
where, Y =logio V g
B =klogi ()
X=t
A=0
Now, forming normal equations, E¥
" Y =nA+BEX ! (D)
EXYe AEX + BEX? : R - (2)

Since, A = 0, equations become
XY = BEX and IXY = BEX'
n=6

150 2176 0 0

=30
Submmu:.g th
9.342 = B30

o, B= %:usm

B=klogio ()

e
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or, ks—b—o0310% = 0717

Hence, V = 217 js the required relation.
And, at t = 2.63 seconds
V = g071726 = 6,45 volts

16.  Determine the constants a and b by the method of least squares

such that y = ae™,
e 4 2 4 6 8 10 -
Y | 4077 | 11.084 | 30.128 | 81.897 | 22262
[2018/Spring)
Solution:
Given that;
' ¥ = aebk
Taking log on both sides,
logie y =logio (aet™)
or, logwy=logw (a) +logw [em'J
or, logioy=log (a) + bxlog: (¢)
cor,  logoy=logw a4 (blogwe)x
Comparing with
Y=A+BX
where, Y = logio y
A=logina
B=hloguwe
Now, forming normal equations, ¥
. LY =nA+BEX e (1)
IXY = AZX + BEX : wk2)

n=5

222,62

Substituting the obtained values in equa

tion, o
- 7392=5A+30B v i o e ()
53.038 = 30A + 2208 ' < (B)
_ Onsolving (a) and (b), we get, . . el
A=0.175
B=0217
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N = togu (a)
_ a=anitlogi (A) = 10*'° = 1,496
;ud. B=blogw (e)
B 0217
+ b=Toge(e) " logw (e) - 0499
Hence, the required relation is y 41,496 eb4or,

47.  From the fol g, find the ber of students who obtained less

than 45 marks.
Marks 30-40 40-50 50-60 | 60-70 | 70-80
‘No. of students 31 | 42 51 35 31
[2018/Spring, 2019/Spring]
Solution: - ;

First we prepare the cumulative frequency table

 Matks (%) 40 | 50 | 60 | 70 | 80
Students(y) | 31 | 73 | 124 | 159 | 190
Now, creating the difference table
5 b B M e b T SR
31 L
7 42
50 © 73 9
51 - ' -25
60 124 -16 37
35 12
70 159 -4
31
80 190

To find the number of students with marks léss than 45. .
Taking,x=45, x0=40, h= 5u-4q=1u

x=xo+ph

p=05
Now using Newton's forward interpolation formula,

S| pp-1(p-2)
a5 = ya+ pUyo + ‘p‘(%;—l Vyu+ 3l Ve
42.(2.:,11_[21.;_3].(&'-3%4”
05(:085) , o, OS0SLELS) ()

=31405x42¢7 7
0.5 (-05) (-1.5) (=2:5) (37
% 24 @7

=31+21-1125~-15625~ 1.4453
yas = 47,87 i1

.
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students with marks less than 40 is 31 and the numbe,
than 45 is 47.87 = 48,

ks in between Apand 45=48-31=17.

Here, the number of
of students wvith marks less
Also, students securing mar
18, Generate a Lagrange's Interpolating polynomial for the function

y = COS X, taking the pivotal points u.z and 7 [2018/Fa)
Solution:
Given that;

x0=0 ' i yn:cusrrxa:i

Kl=%=0-25 { yi = cos mxi = 0.707

*?=%=0-5 - ya=cosmxz=0

" Now, using Lagrange's interpolation formula
_xox)(x-X | (x - xo)(x—x2) ; [x = xo](x-X1
l"_(xn-m][xn-xx)y“ (m—m][xz—x:]-"" (32 - x0) (2 = 1) .

Substituting the values

_|x-ll25||x—l],5] ix—ﬂ[]x—llS[
¥=(0-025)(0-05) ) * [025-0)(025 - 0.5)
% - 0)(x-0.25
+05-0)(05-025

=4 =\ = =L
(x-0.25)(x 05|+;x 0)(x= 05[(0'707)4_(0)

= l) 20.0625
8

(0.707)

=B (x-025) (x-05)- 11.312x (x - 0.5)
=(x-05) (Bx-2-11312)
=x(-3312x-2)-05 (-3312x-2)
=-3312x - 0.344x+ 1
{s the required Lagrange's interpolating polynomial for the given function.
19.  The voltage V across a atatimeT ds Is given by th®
following table. Use the principle of least squares to fit the curve of
the form. V = ae® to the data. 4

[Gve o [ 2 | ¢ | o @

T
[TV [1s0 [ 63 | 20 | 12 | 56

{2013/Fal, 2019/Sprind)
Solution:
Given that;
V= ae'
Taking Yog on both sides
logio ¥ = loge (ac™")

o, logioV = logio w + 1T logie e
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On solving (a) and (b),.we get,

A=2,165

B=-0.178
Then,

A=logua - .
o, a=anitlogio (A) = 10*'*° = 146.217
and, B=f |O;g|né

-0.178

i fi= Ioglin " 1021: (O W

Hence, the required curve is V = 146,217 e"040°T,

L) 3 1 .
20." Fit a curve of the form: y =37 px Y Using the method of least

8 with the following data points.
e N I P T

| ) | 323 | 220 | 162 | 100 | 0.91

Solution:
Given that;

Savhx

ing with
Compﬂ;";sA o
where, ¥ =1ogn v
A=logow
$=T
B=plogme
Forming normal equations
Iy=nAs+BZX (1)
and, EXV=AZX+BIX? ()
n=5 .
X T v Y=lognV Xy ¥t
0 150 2176 0 0
2 63 1.799 3598 4
4 28 . 1.447 5.788 16
6 12 1.079 6,474 36
8 5.6 0.748 5.984 64
IX=20 EY=7.249 |EXY=21844| =X'=120
Substituting the obtained values,
' 7249=5A+208 . (a)
21.844 = 20A + 1208 )

[2016/Fall]
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or, 1 awmx’

y
Comparing with Y = A+BX
=L p=aB=bX=x
Forming normal equations
X =nA+BEX

TXY = AEX + BEX!
n=5

Substituting the obtained values,

3509 =5A+15B )]

12,669 = 15A + 55B e (b
On solving (a) and (b), we get,

A=0.0592

‘B=0.2142 - :

Then, Y = 0.0592 + 0.2142x
or, %: 0.0592 + 0.2142x

1
S S TR
Y =0.0592 + 0.2142x
is the required curve of best fit.

21,  The function y = #(x) is given at the points (7, 3), (8 1 (8, 1) and (10
9). Find the value of y = for x = 9.5 using Lagrange 1nhﬂr'|;.°::;

formula.

Solution: i

Given that;
% =7 , Yyo=3
% =8 , yni=l
X2 =9 , yi=1

X3=10 , wyi=9
Now, using Lagrange's Interpolation formula

= = — )X =X » : e
Y=I0= 0T n—xz)(m-;c:}y“(un-:o][’:"“ {"“’“‘]yl
'_(.L!ﬂ{!_‘lllm.(m o) u:: m][l‘:' %) 72 [ :::](:;Z);I][X:' "'}’H
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Atx= 9.5, : iy
(9.5 - 8)(9.5 - 9)(9.5 - 10)(3)
y="(7-8)(7-9)(7 - 10)

" 9.5 = 7)(9.5 - 91(9.5 - 10)(1) *
(B-7)(8-9)(8 - 10),
. J_‘g.S—‘?}_('J.E-B]I‘J.E—10]|1| (9.5 - 7)(9.5 - 8)(9.5 - 9)(9)
O-70-8)0-10) * (10-7)(10-8)(10-9)
=0.1875- 03125+ 0.9375 + 2.8125 x
. y=3625isthe required answer.
22, The following table shows pressure and specific volume of dry
saturated steam.

v |84 | 20 | 851 | 444 | 303

P | 10 | 20 [ 50 | 100 | 150
Fit a curve of the form: PV" = p by using least square methed. . .

| [2019/Fall]

Given that; ;
PV =
Taking log on both sides
logio (PV") = loguo f§
or, logiwP+o loguo V =logwe B X ¥
or, logiwP=logip-olognV

Comparing with
Y=A+BX
where, Y = logiwo P
A=loguwp
B=-a
X=+loguV . .
Now, forming normal equations 6
IY =nA+ BEX i hs
and, IXY=AEX+BIX' feei
v y=b e
ey L GV o 1,.”
= e Y P‘ . :
k:;: " ﬁ“ . 1 1548 1,564 50
20 | 20 1.301 1.301 : 1.593 A
gs1 | so | 1698 0929 1.5; o83
444 | 100 2 0,647 '1.:;,+6 e
3.03 | 150 2.176 0.481 1.

Substituting the obtained values,
B175=5A+ 49428
7193 = 4942A ¢ 57138
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On solving (a) and (b), we get,

A=2693

B=-1.071 I
Then,

A= |03I|Ih‘]

B = anitlogi (A) = 10" = 107" = 493,173
and, Be-a
o, a=1071

Hence, PV'""" = 493.173 is the required curve of best fit.

23.  From following experimental data, it Is known that the relation
connects V and t as V = at”, Find the possible values of a and b,
© V| as0 [ 400 | 500 | 600

(Pje |26 | 7 | 28]

[2020/Fair
Solution:

" Given that;
V=at"
Taking logio on both Side.s‘
logio V = logio (at?)
or,  logiaV=logwa+logth
or, logoV=logina+blogut
Comparing with
Y=A+BX
where, Y =logu V
A=logina
B=b
X=logwt
Forming normal equations
ZY =nA + BEX e (1)
and, EXY=AZX + BEX? ; (@
n=4

| Y=loguV | X=logut [ XV | R
350 | 61 251 1.785 4541
400 | 26 2602 |
500 | 7 2698
600

[
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gubstituting the obtained values
10.622 = 4A + 4.45BB
11.649 = 4.458A + 6.078 (b)
on solving (a) and (b), we get, "
- A=2846
1 B=-0171
Then,
A'=loga
or, a=antilogw (A) = 107" = 701455
and, B=b=-0.171 i
Hence, V = 7014557 is the required solution.
24, The following table gives the viscosity of oil as the function of
t Use Lagrange's Interpolation formula to find the
ity of oil at a temperature of 140°C.

T(C) | 110 | 130 | 160 | 190
Viscosity | 108 | 81 | 55 | 4.8 ;
; : [2020/Fall]

Solution:
Given that;

X =110 yo=10.8

x =130 y1=81

x2 =160 y2=55

. X3 =190 yi=4.B

Now, using Lagrange's interpolation formula
C_(xoxxox)xexsl x-xo)(x-Ka)(x=xs)
y_[xn—xu](xn—m)[xu—x:)w (1 - xo)(x1 - X2)(x1 - 33) 7
¢ — o) [x - X} (X =X3 ¥ - Xo)(x - x1)(x - X2

ks [tz - o) (x2 ~ X1} (%2 = xa) Y2 [xa - xa) (xa < Xa) (oea - x) ?

Atx =140, : _
140 - 130)(140 - 160 140 =190 (108)
¥ = (110~ 130)(110-160)(110~ 190

(140~ 110)(140 - 160)(140 - 190) {8.1]'

+(130-110)(130 - 160)(130 - 190)

140 - 110)(140 - 130)(140 = 190 ¢ ),
+ (160 -110)(160 - 130)(160-190).

140 - 110)(140 = 130)(140 =160, &
+ (190 - 110)(190* 130)(190 ~160) (49

= 1354675 +1833-02

#  y=7033Is the required viscosity of oll.

.
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25.  Write short notes on cublc spline,
[2013/Spring, 2017/Fall, 2018/Spring, 201
Solutlon: See the topic 2.6. "Sprhs]

26.  Write short notes on: An algorithm for Lagrange's Interpoiay

polynnmlnl.l [2014/Fall, zumr.,,]
Solution:
Algorithm for Lagrange's interpolation polynomial.
1 Read x, n
2. Fori=1to(n+1)instepsof 1
do read x, i
end for
3. Sum+0
4, Fori=1to(n+1)instepsof 1 do
5. Prodfunc « |
6. Forj=1to(n+1)instepsof 1 do
7 If(j + 1) then
Prodfunc « Prodfunc = (x - x)/(x - %)
end for
8. Sum + sum + i x prodfunc
Remarks: sum is the value of fat x
end for
9 Write x, sum s
10.  Stop. : =2
27.  Write short notes on: Linear Interpolation, [2015/Fall]
Solution: See the topic 2.5,
28.  Write short notes on: Numerical differentiation. [2016/Fall]

Solution; - :

It is the process of calculating the value of the derjvative of a function at
some assigned value of x from the given set of values (4 w). To compute gxx-
we first replace the exact relation y = f{x) by the best interpolating
polynomial y = $(x) and then differentiate the latter as many times as we
desire. The choice of the interpolation formula to be used, will depend on

the assigned value of x at-whlch 5-5 is desired,

If the value of x are equl-spaced and is required near the beginning of the-

table, we ‘gﬂpw}' Newton's forward formula, If it'is required near the end of
the ﬂhl!.a%i_slcaltu]nted hy means of Stirlings or Bessel's formula. If the

valu s
P ::dr:ifl ;r are not equi-spaced, we use Lagrange's formula or Newton's
¢ dilference formula to represent the function,
\
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Hence, corresponding to each of the Interpolation formula, we can derive a
formula for finding the derivative. While using this formula it must be
observed that the tahle of values defines the function at these points only
and does not completely define the function and the function may not be
differentiable at all. As such, the process of numerical differentiation should
be used only if the tabulated values are such that the differences of some
order are constants. Otherwise, errors are bound to creep in which go on
increasing as derivatives of higher order are found. This Is due to the fact
that the diffcrence between f(x) and the approximating polynomial $(x),
may be small at the data points but '(x) - ¢'(x) may be large.

1. Forward difference formulae .

d T 1 1
) o o bin-dane—]

4 1 11 :
(a%)u 2 ﬁi[ﬁx_:ﬂn ~lyo+ 12 A'yo- ....j|

and so on.
‘2. Backward difference formula

(ﬁﬂ ® %["?« : %"’w + %v*y x iv* Yot ]

1 12
(ﬂ) —[v’ =Vt i3 v‘)’n""“'“}

dxt) " K

and so on.
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___________——0——'—‘_'_'_"__
ADDITIONAL QUESTION SOLUTION
'______'_,_.—-—-—‘__—'_-—-_.n_

1. Estimate y(6.5) using natural cublc spline interpolation technig,,
from the followlng data:

Solution: . 2 .
Since the points are equispaced with h = 2 and n = 4, the cubic spline can e
determined from

M-z + AM; + Mia =‘,t% (i1 - 2y1+ Y1)
Now,ati=1

6 6
Ma + 4M1 +Mz'=?[yn—2y’l +yi2) =“;[3-‘2[10] +9]=-45

Ati=2

{ 6
M1+4M2+M3=%[y1—2yz+y;)=3[1[!—2[9]+12]:6

CAti=3

Mz +4Ms + Ma =% [yz-2ya+wa)= % [9-2(12) + 5]=-15
Since, Mo=0and My=0
We have,
AMy+ Mz = -4.5
Mi+ 4Mz+ Ma=6
Mz+ 4Mz=-15
Solving these equations, we get,
T Mi=-19018
M:z=3.1071
M3 =-4.5268
Now the cubic spline in (x < x < Hie1) IS A

fma-x? feox) o maex( bt : :
) =""¢n "“M* g M“‘*'Lx(w-h.s‘”‘)‘xhx(ym—%ml]

Taking i =1, then cubic splinein (x1 Sx<x:) = (5<x<7)is

=) - %)’ (-x1)’ X2 - !
S L ) M’“"‘z_x(w-%m)ﬁ"“‘(,;_%m]

To estimate y (6,5),

Substituting the values atx = 6.5 :
7-65)
y ~588E ) 001 , (6550

12 (3.1071)
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e (U -%(-1.;018)) (o -2 o))

=-0.0198 + 0.8739 + 2.8170 + 5.1965
y(6.5) = B.BET6 '

2. Fitthe curve y = ax” to the following data: =
4 5 7 10 1 13

48 100 | 204 | 900 | 1210 | 2028

Solution:
We have the function
y=ax
Taking logio on both sides
logio ¥ = loguo (ax®)
or, logwy=1logwa+blognx
Comparing with the equation

Y=A+BX
where, Y = logo y
A=logua
- X=logux
Forming normal equations
N=nA+BEX.» . - 7 T o A (1)
and, EXY = AZX + BEX? e (2)
n=6
i i Y=lopny | X=logwx | - XY o
1.6812 0.6021 1.0123 0.3625
2.0 0.699 . 1.398 0.4886
2.4683 0.8451 2.0860 0.7142
2.9542 1 29542 i
. 3.o0828 1.0414 3.2104 1.0845
3.3071 £ 11139 3.6838 1.2408
T 13Y = 15.4936 | EX = 5.3015 | ZXY = 143447 | 53¢ = 48906

Sllbstitutmg the obtained values in (1) and (2), we get,

15,4936 = 6A + 5.3015B e (A)

14.3447 = 5:3015A + 4.8906b ‘ wa (B)
On solving (a) and (b), we get,

A=-02225 »

b=3,1743

1
and, a = antilogso (A) = 102 = 0, 5991
Hence, y = 0,5991x2174% fs the required fit of the curve.
¥ From the following data, compute: (a) y(3) using Newton's forward
I

b) y(6.4) using Stirling's formula,
8 | 10 | 12 |

51 | 42 | a1 s.a (62 | 73 |
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, oy
0.9
4 4.2 | -0.2
-11 A 1.7
6 31 A e 1 -0.9
0.4 08 -38
a 35 2.3 -4.7.
27 -3.9
10 62 g -1.6
-11
12 7.3
a) ¥(3) using Newton's forward interpolation
We have,
x=3, x=2, h=4-2=2
x=xo+ph

3-2

o, p=T3 = 0.5
Now, using Newton's backward interpolation formula

plp-1) plp-1)(p-2)
¥(3) =yo+ pVya + 20 Voo + ; 30 o
plp-1(p-2)(p-3]
* 4 Vyo

p-1(p-2)(p-3)(p-4)
L ] —
=51+05(-09)+ 05(05-1) 02;5 ! (-02)

05(0.5-1)(0.5-2)
+: 3 (6%

05(05-1)(05-2)(05-3) .
3 . 1 09)

05 (05 - 1) (05 - 2) (0.5 - 3) (0.5 - 4)
* 120 (-38)

=5.1-0.45+0.025 + 0.1063 + 0.0352 - 0,1039
4 Wd=4TIZE .
b)  y(6.4) using Stirling's formula
X= 64, %56,h 7 2

4 pad2
Now, using Stirling's formula
E I} 17 rad
y(6.4) -yo+ﬂ[éf-l§m+l’_ﬁz.|1!:1+n[%r,!] (& !-1;:5 ﬂ]

B
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. s L
=31+02.+ (24204, 02

: a?_ 1y
+0.2|I].:. 1':

=31-0.07 +0.03 - 0.04

& y(6.4) =3.02

(08+1.7)

2

" Using Stirling formula find Us,, glven:

Uz = 49225, Uys = 48316, Usg = 47236, U = 45926, Uy = 44306

Solution:

Creating difference table from given data

¢ tnatinpn 125

y=Un N P e N
X 49225
-909
%0 25 48316 ; -171
; -1080 ‘| -59
X 30 47236 | - -230 -21
) -1310 -80
X 35 45926 =310
- -1620
% 40 44306
. We have,

'x=28, x=25, h=5
or, x=x+ph
s p=0.6 .
Now, using Stirling’s formula

Um=ys+

=48316 +

= 48316 - 596.7 - 30.78
=47688.52

play-1 +.ﬁ‘_lfu[+ Ezﬂzg-l
2 21
0.6(-909 + 1080) L 064(-171)
2 7

" 500 | 1000 | 2000

5. Fitthe following datainfoy =a+ %

0.51

~y | 02 | 033|038
Solution; :
WEilave’

y=a+b\ﬁ ' P

0.45

Comparing with the equation, Y =a +bX

X=/x _
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Forming normal equations as

ZY = na + bEX w1

EXY = aZX + bEX? 4

; i = (2)

n=5
500 0.2 22.36 4.472
1000 0.33 31.62 10.434
2000 0.38 44,72 16,993
4000 0.45 63.24 28.458
6000 0.51 77.45 39,499
§ TY=187 | £X=239.39 | EXY =99.856

1.87 =5a+239.3%
99.856 = 239.39a + 13500b

On solving (a) and (b), we get,

a=0.1315
b=0.0051
Hence the required fit of the curve is y = 0.1315 + 0.0051 \f;(
6. Find at x = 8 from the following data using natural cubic spline

Substituting the obtained values (1) and (2), we get,

e ()
wer [B)

Sk

3 5

7 g

Soyiat

3 2

3]

- Solution:

Since the points are equispaced with h'= 2 and n = 3, the cubic spline can be
deterniined from 3

Mi1 + 4M; + My =% (yi-1 = 2y + yie1)

Now,ati=1,

. 6 f
Mo+ 4My + Mz =5 (vo-2y1+y2) =53 -2(2) + 3) = 3

Ati=2,

Since, Mo = 0 and M3 =0

We have,

AMy+M2=3
Mi + 4Mz = -4.5
Solving these equations for My and Mz, we get,
Mi=11
Mz=-14

6 [
M+ 4Mz+ Ma=g (1 -2y2+ya) =3 (2-2(3) +1) =-45
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Now, cubic spline in (X S X < x) Is

(xe1=x) [x-x)° S :
fx)="gn M+ ahl M"'*!‘J;_’!()'l‘-h?hh)

- % ?
8y E)

To find y at x = 8, take I = 2, the cubic spline in (xz < x < x3) Le, (7 %< 9)
substituting the values at x = 8,

(a-x" (x-x2)* Xi-X 4 =
y="13 M+ 12 MH"‘“‘"Z (yz-gM;)ﬁ ’-‘z[y_n-%M:)

2
9-8)° 9-8 4 -
=L1"2‘L(—1-4J+U+%l(3-3(-1.4])+1377[(1 -1;-[0))
y=11 i
T Use Lagrange's interpolation f la to find the value of y when x =
3.0 from the following table.

X 3.2 2.7 1.0 4.8 5.6
y 22,0 | 17.8 | 14.2 | 383 | 51.7

Solution:
From Lagrange's interpolation for 5 data points, we have,
X-X1)[x - Xa)[X - X3][X - X
¥= o - x1) (%0 - x2) (%0 - x3) (xn — %) °
X-Xo)(x - Xz)(X = Xa){X—Xs
* B - x0) 31 - xa) (x1 - x) (o - x) ¥
% = Xo) (X=X ) (X - Xa)[X - X4
* [tz - xo) (xz - x1) (2 - xa) (xz2 - %) V2
x — o) (X - x1) (X - %2) (% = X4
* (s = x0) (33 - x1) (%3 = x2) (X3 = X4) ¥
% = Xo) (X - %1 ] (X - Xz2) (X - X3
5 ¥ Te = xa) (e = 1) (%o - ) (e = x0) ¥
-I\i;(=3’ )
3-2.7)(3 - 1)(3 - 4.8)(3 - 5.6)(22
Y=@2Z-27)0(32-1)(32-48)(32-56)
3.-3.2)(3 - 1)(3 - 4.8)(3 - 5.6)(17.8
+{27-32)(27 - (27 - +8)(2.7 - 5.6)
3-32)(3-2.7)(3 - #.8)(3 - 5.6)(14.2
- 32)(1 - 27)(1 - 48)(1-56)
3.3,2)(3 - 2.7)(3 - 1)(3 - 5.6)(38.3
i *148-32)(48-2.7)(4.8-1)(4.8-56)
3.3.2)(3 - 2,7)(3 - 1)(3 - 48)(51.7
(56~ 3.2)(56~2.7)(5:6 - 1)(5.6 - 4.8)
= 14,625 + 6,4371 - 0,0610 - 1.1699,+ 04360
¥=20.2672

B
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8. Find the values of y at x = 1.6 and x = 4.8 from the falhw
uslng Newton's interpolation fechnique. Pointy

5 1 2 3 4 5___
l L 4 7.5 4 8.5 9.6
- L -
Solution:
Crnatin the difference table from t the given data,
I' W nl g i B AT
r y | 1" difference | 2" ditference 3" difterence | 4" difference
g R i
] s
i 2178 =
| -35 - 15
3 4 8 -26.4
45 -11.4
4. | BS =
¥ 51 ; :
5 9.6

At x = 1.6, which lies at the star ting of table, so using Newton's forward
interpolation
x=16 mw=1 h=2-1=1

x=%o0+ph
or, p=06 !
Now using Newton's forward interpolation formula,
3 3 =1 -1 -2
yis=Yyo+ pﬂyn+p[p2[ ] AIZYU it ;lfp ] Aya.
~1}(p-2)(p-3
oAl &'

4+ (06x35) 206D 06(05-1 6n.a-z 1
L 06(0:6-1) (0.6-2) (0.6 ~3) (-26.4)
24 ¢

-4+21+ns4+os4+uaam
A y1s=B6670 ey
Again,

At x = 4.8 which lies near t‘ha e
interpolation . i nd: of tah}e, so using Newton's backward

x"“arKnES,hn]-.

X=xa+ph
or; pu-n_z
Y4u = vy +pﬁy¢ + Py .,..E[P_....l].{r“*_zlvxy .
+E[P-tlun_.n.m_+.g1 o

4 'y
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. =06+ ('_0_2 x11)+ (=0.2)(1 —20.2] (-3.4

L02)(1-02)(2-02) (-114) i
- 6 :

i [z0.2) (1-0.2) (2-0.2) (3 - 0.2) (~26.4)
24

=9.6-0.22+ 0,272 + 0.5472 + 0.887
yss=11.0862

9. Fitthe following data to the curve y =log. (ax + b)

‘x| 0 | 1 2 | 3] 45 [6 |
"y | 08 [ 10 [ 15 | 19 | 21 | 2a | 25 |
Solution:
We have the curve,

y=loge (ax + b)

or, antilogs(y)=ax+h
or, e'=ax+h
Comparing with the equation, ¥ = a + bX

Y=er
Forming-normal equations as .
ZY =nb + ax ) e (1)
EXY = bEx + hEx? ; 0 i (2)
: n=7 .
Lo o D e e T i
0 . 09 2.4596 [ 0
1 i g 27183 2.7183 R |
2 15 4.4817 8.9634 -4
3 19 6.6859 20,0577 9 ;
4 21 B.1662 ' 32,6648 16
5 24 11.0232 55.1160 I8
6 2.5 12.1825- 73.0950 36
Ex=21 [ 1
s“bﬁﬁl‘uﬁng the obtained values (1) and (2), we get, .
47.7174=Th + 21a e (2)
192.6152=21b + 91a : y e (B)
Onsolving (a) and (b), we get, -
a=17665
b=15172

Hence the required fit of the curve Is y = loge (1.7665% + 1.5172)

.

3 X
10 Fitthe following set of data Into 8 ourve y = - 5 j
S 1 2 3 4 5 i
| 05 |0s67 | 076 | 08 .| 0.833
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Solution:
Given curve,
ax
Y=hax
1, bax
or
) e e
o yTa'x*a
1 1
Let, Y :;and X=% then,
b, 1
Y=7X+3
Comparing with Y = A+ BX
A= % andB= %
Forming normal equations
TY = nA + BEX
EXY = AZX + BEX"

n=5

(1)
-2

XY

1 2z
05 1.4993
0.3333 1.3333
0.25 1.25
5 0.2 1.2

2
0.7497
0.4444
0.3125

0.24

[Zx=22833 | EY=7.2026 | XY =3.7466

Substituting the obtained values (1) and (2), we,get,

7.2826=5A + 2.2833B
3.7466 = 2.2833A + 1.4636B
On solving (a) and (b), we get,
A=09998 =1
B=1
We have,

2 Y 1
.ﬁ-’ma-—u‘j
A
b
Bel=h=alslxl=]

Heng -
ence, y = 7% 16 the required it of the curve,

.l
]
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3

NUMERICAL DIFFERENTIATION
AND INTEGRATION

LT ]

3.1 NUMERICAL DIFFERENTIATION

It is the process of caleulating the value of the derivative of a function at

~ some assigned value of x from the given set of values (x, yi). To compute, g%
we first replace the exact relation y = f(x) by l_:he best interpolating
polynomial y = ¢(x) and then differentiate the latter as many times as we
desire. The choice of the Tnterpolation formula to.be used depend, will
depend on the assigned value of x at which g% is desired.

IFthe values of x are equispaced and%is required near the beginning of
the table, we employ Newton's forward formula, If it is required near the
end of the table, we use Newton's backward formula, For values near the
Middle of the tahIe,ggis calculated by means of Stirling's or Bessel's
formula, If the values of x are not equispaced, we use Lagrange's formula or
eWton's divided difference formula to represent the function.
re““" corresponding to each the interpolation formula, we can derive a
ormula for finding the derfvative.
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ral Methods
3.2 FORMULA FOR DERIVATIV!
Consider the function y = f(x) which !

1 =0,1,2,

h. Derivatives using Newton's Fue arel Difterence Formula

E[.'E:,‘T[__li._.‘}rn+ pli s 1(E=2] s

y = yo+ phys + [ 1

Differentiating both sides with respect ta p, A€ have,

d i 3p2-Gp+ 2
R

] Y0 F v
At x = xq, p = 0. Hence Putting p = 0
1 1 1 v1 .. 1
(E%&) = g[ﬂyn -7 A+ 3 Myo-73 A'yo+ ¢ Ay~ % Alya+ ...--] @
Again differentiating (‘1'} with respect to x, we get ;

&y
dx‘ (

iz 6 2. 260t~ 1
» h[z: syon B8 ayo —-"—L—L—‘z sept=36p+ 22 n‘yu |
Putting p = 0, we obtain,

Y. - .
4o igp?+22p- ﬁa“ } 0

[ﬂ ) [ﬂw a’yu a‘y -iny“wua‘j(n-r ,,,,, ] -0
similarly, |

d'y
(8)-3f-dome ]
Dtherwise;

We know that, 1 + A= E = eh

hiy =log (1 + &) =A"%A‘ ,-’3:.53.‘.}'.&1

ST 1‘19 valucsm(=m+ﬂ|]
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or,
and, D =h=[A‘E§ la’-—n‘ _________ ]1

;,[ﬂ‘ A+ %ﬂu ..... .]

and, D= h,[ﬂ’—-a‘+, ...... ]

Now, applying the above identities to yo, we get,
_ Dyoie.

1 1 1
H«) =p Ay 'E[“5’“3“*’“'4“‘*“”5““'1“‘5‘"* s

G
(dx‘ [“zy" - dyo+ T3 B0~ § 80+ g 40+

3
and, ( ) ¥ n’yu-iﬁyw ......... ]

which are same as (2), (3) and (4] respectively.

B.  Derivatives using Newton's Backward Difference Formula

Newton's backward Interpalanon is,

Y =Yn+pPya+

Differentiating both sides with respect to p, we get,
z 2 .
ZJ_Ei['_I Ty +§£_+£PL. Vot

d
Ei: Vyn +

7 -‘;'[vy.-l-
quhp;o
Hence, putting p = 0, we get,

G,I) [vy. Loy + ;9‘-¢%V‘y-+;1-,‘lv’r-'*%?r-+ ..... } (6)

Differentiating equation (5), with respect to X, we have,

S-a @

V“yn+P-{L*']'('P"—}'+ 135 2 Vot

ZZI v:y”_[l_‘_‘.ﬁk"—-vzw,_ _____ "';l _
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2 + 18,
hz[vzy”631r-6v;y“+§1.*‘_u&11wy.+ _______ ]

Putting p = 0, we get, :

2 1 5 3 el
%&)u-ﬁ%[v .+?3y“+1—;'a‘yn+gﬂ’yn+%ga‘y.+ ........ :’ - (7)
Similarly, d
)<Ll D e ] ‘ - (8)
Otherwise:
We know, )
1-V=E'=eh0 p

: 1
hn=log(1-v];-[v+%v*+%v’+3v' ,,,,,,,, J

or, D= ;[V+1?2+1V3+1v* ......... ]

2
h;[?+;?2+1?3 ....... ]

i 11
*F{V“E’hﬁ?' ,,,,,,,, :|

Similarly,
D = #[‘?3 + %V‘ e S ]

Applylng these identities to y», we get,

Dy., .‘3,
i ;
(dx)x.‘ =%[v}r,‘+-—v"'y,.+ivsyn +%V‘yn +lv’y..+lv"y..+ ...... ]
: -
Eg),_ hz{vz}'wvynlzv“yn =P+ mvy“_ ..... ]
fd . j
and, (-d%)*n =E[|sz. £ Ea‘y... + ,».......] .

Wl'l]l'.‘%‘l are same as (6), (7) and (8).

c. Derivatives using Stirling's Central Difference formula
Stirling's formula is,

s'p=yn+j'(éy-_“) zlnyn‘-’iL-—l‘ L) (Brap vy )

3|
+ ﬂ'%r—la‘y-: * i .
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pifferentiating both s1dgs with respect to p, we get,
dy (An + Ag.l) L2 3pi-1 (A + Ay -
ap=\ 2 28y S5 5

2
4pt-2
+‘_%En’y-:+ ......
P X=X
Since,p=""}
do_1
] dx h
Now, ’
dy_dy dp
dx " dp dx
;[Mm} A +§L’:_1.(§fy~_-ﬁk:zj
h 26 PR 2
23_

Atx=0, p= 0. Hence putting p = 0, we get,

dy\ _1[Ayo+dys 1A%.+A%: 1 Aya+dlya ] "
% h 2 76 2 +30 7 iy T &3]

Similarly,
d 1 1 1
(Exz-‘g = F[ﬁy_, i Ea‘y_; +ﬁ&°y-g 2 j| 1 [10)

Example 3.1

The following data gives the velocity of a particle for twenty seconds at an
interval of five seconds. Find the initial acceleration using the entire data.
iTime,tsee) | 0 [ 5 [ 10 [ 15 [ 20 ]

Velocity, v(mis) | 3 | 14 [ 69 [ 228 | 2 |

Solution: .

. The difference table is,.
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R

An initial acceleration .f.n.,(g—:) at t = 0 Is required, we use NBchﬁ';
forward formula.

. (%\i: oo = %[ﬂ\m o % Alv+ "IE o %.ﬁ‘\'n F o ]

(UAYIRY PO I WU B
A (m)m=s[3 5 (8) +73%36 4-24
1
=g(3-4412-6)

=1
Hence the initial acceleration s 1 m/sec?,

3.3 NUMERICAL INTEGRATION g

The process of evaluating a definite integral from a set of tabulated values
of the integrand f(x) is called numerical integration. This process when
applied to a function of a single variable, is known as quadrature.

The problem of numerical Integration, like that of numerical differentiation,
is solved by representing f(x) by an interpolation formulation and then
integrating -it between the given limits. In this way, we can derive
quadrature formula for approximate integration of a function defined by a
set of numerical values

34 NEWTON-COTES QUADRATURE FORMULA

Let, 1= r: f{x) dx

where, f(x) takes the values yo, Y1, ¥2, ., Yo FOF X = X0, X1, X2, sneencs Xan

Let us divide the interval (a, b) Into n sub-intervals of width h so that xo =a,
%1 = %o+ h, %2 = %0 # 20, e, X0 = X0 4 nh = b, Then,

‘I’ '

X l«"?rnlh ' e

= Figure 3.1
l-l: () du
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;hj:!{xu+rh]dr, Putting x = xo + rh, dx = hdr
=h.{:[)?o+l'ﬂ?o+r(r2] 1) ﬁ;yﬂrl'r— 1;|[r—z} oy
- 1)(r - 2)(r - s -2 - 2
+r]r [|r4[2]jr 3]a4w+r{r 0(r ZSI![r 3(r *’1*1'_151“,n
L Ir=1(r - 2)(r - 3)(r - 4)(r - 5]

ol A%+ e -] dr

[By Newton's inferpolaﬂun formula]

1
Integrating term by term, we get,
+nh
2
L f(,]dhnh[,,“%wm_slﬁzy +_m_Lﬁ3

. 4 3 2
A’ya n 3n 1;11 "311)—41‘:“

4 H A
+(n€_2n|+34n _503:1 Hm)i

4 5!

+ %3-%"2 17nt= sz“’ 2 6o )‘"—Jﬂ ......... ]..m (1)
This is known as Newton's cotes quadrature formula. From this general
formula, we deduce the following important quadrature rules by taking
=123, i
L Trapezoidalo Rule
Putting n = 1 in equation (1) and taking the curve through (%o, yo) and (%1, y1)
as a straight line i.e,, a polynomial of first order so that differences of order
higher than first becomes zero, we get,

Figure 3.2

+h .~ h
Here; ]: f(x) dx = h | yo +%d,w) :=§(yn +y1)
Nsnllarly

R f{x]du-h(yﬂ ﬁ!”) 2{y|+.\fl}

anrsn bR

— \
o () dx = (ot #39)
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Adding these n integrals, we get,

+nh

h
I: fix)dx=5 [(yo + yn) + 2(¥1 # ¥z + s + ¥n-1)] ) w(2)
This is known as the trapezoidal rule.

RETTEsap g b
ik 1A%

=y

¥ von of each: strips (trapezium) [s foyrid |
“under the curve and the ordinates at Xo and X« ia appre
the um of the areas of the n traperitims, o/
1. Simpson's One-third Rule .

Putting n = 2 in equation (1) above and taking the curve through (xo, yo), (xi,
y1) and (xz, y2) as a parabola i.e., a polynomial of the second order so that
difference of order higher than the second vanish, we get,

Figure 3.3

+2h . !

1 h
E: f(x) dx=2h (}'u +_.|‘.\yo+EA2yo =300+ 4y +y1)
Similarly, y

- i
oz 10 dx=g (2 + dya+y4)

j xgenh h L V
rorto-ph %) A% =3 (Ya-z * Ayn + yn), n being even.
Adding all these integrals, we have when n Is even,

!: f(x) dx ‘% [0o + Yn) + 4(y1+ Y34 e #¥n-1)

+2(y24 Y4t v ¥ Y2)] - e
This is known as the Simpson's one-third rule or simply Simpsoiy’s rule and
is most commonly used. v simply Simpson’s

o Semtis n's Troe-aight Rule.
n= stn(lhhunmc.mﬂ.,mm through (x, ); | = 0, 1,23

aka
mfm of the third order so that differences above the third orde’

4
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+3h
_ oo
]: fix)dx =3h (}rﬂgnyn + 0% +%A2yn)

3h
=_3"[Yn+3y| +3y2+y3)

Figure 3.4

Similarly,
+5h 3h
,‘:,,. fix) dx = 8 (s + 3ys + 3ys + ye) and so on.
Adding all such expressions from xo to xo + nh, where n is a multiple of 3, we get,

+h 3h
’: f(x) dx="g" [(yo + y) +3(y1 + y2 + Yat Y5 + e +¥n-1)

+yn-3]] - - (4)

ittervals should be taken

Evaluate I: .Idexz by using
) Trapezoidal rule
) Simpson's 15 rule
W) Simpson's 3 rule

Divide the interval (0, 6) Into six parts, each of width h = 1, The values of

fx) ']Tl;;are given below;
P - 0 1 2 3 4 5 6
1 0S 0.2 01 | 00588 | 0.0385 | 0.027
=5 W y1 poo»n n ys ye
h By trapezoldal
[o725 = B o ey + 24y ey e va eyl
& _;. [(1+0027) +2(05+02+0.1 + 0.0588 + 0.0385)]
=1.4108 '
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o .

i) By Simpson's % rule
]:—“1?,‘z=%[&u +y6) + 4y1 +y3 +ys) + 2(y2 + y4))
=3{(1+027)+ 405 +01+00385) +2(02+0.0588)
=1.3662
fiij  BySimpson's %rule
n'j%=%{[yﬂ*!"ﬁ}* 3yr+yz+ys+ys)+ 2y
= % [(1+0.027) + 3(0.5 + 0.2 + 0.0588 + 0.0385) + 2 x0.)
=13571

A\
i
Evaluate the integral ,L 1—:21 dx by using Simpson's 5 rule. Compare the
error with the exact value.
Solution:

1-0
Let us divide the internal (0, 1) into 4 equal parts so that h="7%"= 0.25.

2
Takingy = a‘%x—,]. we have,

0 0.25 0.50 0.75 1.00
% 0.06153 | 0.22222 | 0.39560 | 0.5

Yo i y2 ] ¥4
By Simpson's %- rule, we have,

X2 h -
nﬁ"‘ =3 [vo+y4) +2(y2) + 4(y1 + y3))

025
==3[(0+0.5) + 2 x 0.22222) + 4(0,06153 + 0.3956)]

“- 025 !
=73 [0.5+0.44444 +1.82852)

Ly =0.23108
Also, ;
[
0T+ 3 4% =3 [log(1 + X7}
L -
, =3log. (2) = 0.23108
Hence the error = 0.23108 - 0.23105 = -0,00003
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Example 3.4]

y \
Use trapezoidal rule to evaluate ) o X" dx consliderlng five sub-intervals.
solution:
Given that, j ! !

1= j; ®3dx
Also,a=0,b=1, sub-intervals = 5, intervals (n) =5 -1=4
Then,

h=‘%=1;°=0,25 .
Now table is created at the interval of 0.25 from 0 to 1.
0 0.25 0.5 0.75 1
0 | 00156 | 0,125 | 0.4219 1
yo y1 y2 S
Now, using trapezoidal rule,

=% [yo+ya+ 2(y1 +y2 +y3)]

. _0b2s
=77 [0+1+2(0.0156+0.125+04219)]
=0.256 :

1 il 1‘
Also, I.m:IBxldx‘.—[)ﬂ =002
V] =

' .
k]
e .
Evaluate J, ;2 applying '
] Trnpuoldél rule ' 13 g Ly !
") Simpson's § rule

i) Simpson's 3 rule

Solution;
Given that;
1
I=ls 1+%
Also, a =0,b=1,Takingn = 5
b-a 1-0
he2=2 120,
Now, table js created at the Interval of 0.2 from 0 to 1.
0] o2 04 0.6 0.8 1
1 | 08333 | 07143 | 0.625 0.5556 | 0.5
Yo n y2 ¥3 ¥i ¥s
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i) By trapezoidal rule, .
: lz%[yqirys-FZ[yﬂy:'*YHyi}]
. =g"z'2-{1 +0.5+2 (08333 + 0.7143 + 0.625 + 0,5556))
=0.6956

1
if) By Simpson's 3 rule,
l=%{yn+ys+4[y1+w]+2m+}'4]]
L

=92 (1405 +4 (08333 + 0.625) + 2 (07143 + 0.5556)]
=0.6582

3
iii) By Simpson'sgrule,

I=%[yg+ys+3(y1+y;+}r;]+2_y:]

=222, 05+3 (08333 + 07143 + 0.5556) + 2 (0625]
=0.6795
1
Aso, =y 7= 0,6931
Given that; . ,
TR0 40 | 42 | a4 | 45 | 48 | 50 | 52
1.3863 | 1.4351 | 1.4816 1.5251‘ 1,5686 | 1.6094 | 1.6487

Evaluate r: log x dx by,

8) Trapezoldal rule
b) Simpson's ; rule

©)  Simpson's J rule
Solution:
Given that;

3
Tele logx.dx
From the given table, n = 6
-a 52-
ko, h'h#'-jﬁ_iiﬂ.z

Slmply we can find the h from table as 4.2 - 4=02
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Now, from the table we have,
yo=1.3863 ya= 15261
y= 1.4351 ya= 1.5686
ya=14816  ys=1.6094
ye= 16487

Now, by Trapezoidal rule,

h
l=glyo+yst 2(y1+yatystyatys)
“Qi;“U-W“ +1.6487 + 2 (14351 + 1.4816 + 1.5261 + 1.5686

+1.6094)]
=1.8277

1
By Simpson's 3 rule,
I=%[Yﬂ*)'ﬁ+4(yi+)'3+)'5] +2 (yz+y4)]
ZCI_:,‘Z_ [1.3863 + 1.6487 + 4 (14351 + 1.5261 + 1.6094)

+2(1.4816 + 1.5686)]
=1.8279

By Simpson's %mle.
3h 3
lz?[yoq-yg-! 3(yrdyztyst ys) +2y3)
= 302) 1 3863 + 1.6467 + 3 (14351 + 14816+ 15686 + 1.6094)

+2(1.5261)]
=1.8278

3
Also, L nﬁ Jog x dx = 1.8278

35 ERRORS IN QUADRATURE FORMULA
The error in the guadrature formula is given by,

E= r ydx~ r plx) dx
Where, p(x) js the polynomial representing the function y =
[a,b).
L Errorin Trapezoidal Rule
Expanding y = (x) around x = X

.\"-yn(;-;.}y“u-—ul-yluw..

l'{g}lnl.‘ne

by Taylor's series, we et
v (1)
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> B
r:‘ydx=]:*[w+{!€"‘ﬂ]fa*(x_;fﬂ_ﬁ* """"" ]d"

b, b,
=yoh + 57 Y0 + 37 Y0 + e
Also, A =areaof the first trapezium in the interval
L |
[xo, %1] =5 h(ys + y1) : (3
Putting x =xo + hand y = y1 in equation (1), we get,
h? :
¥i -:gg-i-hyﬁi-ﬁyu L e
Replacing this value of y1 in (3), we get,
i b .
A1 ﬁ%h[yﬁyﬂ hyo RETR LRt :’ e (8]
n W
=h)'u+§'!'y1‘:+2_x“i'!'y'u+ .........
Errorin the interval [xo, 31] = J:: ydx- Ay

11 “
=§!-—mh!yg+ ..... -

; ; 3

Le,  principal part of the error in [xq, %:] = - {’—zyﬁ
: 3
Henr{e the total error, E= -5 [¥0 + ¥1 + v + yhea]
Assuming that y"(X) is the largest of n quantities,

Y00 Y1, v Y1, W get, .

o Y -a)h? ;

E<-T7 m:-&-ﬁj—y'(x} [ h = b =a] . (5)
Hence the error In the trapezoldal rule is of the order b,
Error in Simpson's i- Rule =~ (‘% h'y® (X)
Assuming the ¥"(X) Is the largest of

L3 A——

Le., the error In Simpson's i rule Is of the order h*,

. ]
Error in Simpson‘s a Rules - %%‘.V"
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36 ROMBERG'S INTEGRATION

Romberg integration method is named after Werner Romberg. This method
is an extrapolation formula of the trapezoidal rule for integration, It
provides a better approximation of the Integral by reducing the true error.
We compute the value of the integral with a number of step lengths usirig
the same method. Usually, we start with a coarse step length, then reduce
the step lengths are recomputed the value of the integral. The sequence of
these values converges to the exact value of the integral. Romberg method
uses these values of the integral obtained with various step lengths, to
refine the solution such that the new values are of higher order. That is, as if
the results are obtained using a higher order method than the order of the
method used. The extrapolation method is derjved by studying the error of
the method that is being used.

Romberg's method provides a simple madification to the guadrature
formulae for finding their better approximations. As an illustrations, let us
improve upon the value of the integral,

1= _r: f(x) dx-
by the trapezoidal rule. .
If 15, T2 are the values of T with sub-intervals of width hi, hz and Ey, Ex their
corresponding errors, respectively, then,

s 2
fi=- BT iy

(b-a2h , » )

Ee=- 162 ¥'(X) 4 :
Since, y*(X) is also the largest value of y", we can reasonably assume that
¥'(X) and y"(X) are very nearly equal. - e

R SRl G | bR (1)

B2~ k3O E2-Ei hi-hi : ;
Now, 4 N

Sintel =11 +E1=1z2+Ez )
b Ei-Eizl-1 y e, L (@)
From (1) ang (2), we get, :

hi :
AL S
- 0 ‘

Hence, | Ii+Ey=1 ;'ﬁ%(ﬁ'h]
le, ;_lihi-1ht X : I

hi- hi

B
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which is a better approximation of I. ;
To evaluate 1 systemntlcnlly. we take hy =h andh2=% h.

So that (3) gives,

ie, 10 %}%[41 ®- I(h]] )

Now, we use trapezoidal rule several times successively halving h and apply
(4) to each per pair of values as per the following scheme.

hh
I(h-zr%)

hhh
I hh B
; '["'2-4'3)
o B TK B h

N\z38,

&)

The computation Is continued until successive values are close to each
other. This method Is called Richardson's deferred approach to the Timit
and its systematic refinement is called Romberg's method.

st f, (i) @ comect to three decimals places using Rombers*
method, '
Solution:

Taking b = 025, 0.125, 0.0625 respectively, let us evaluate the 8"
Integral lw using Sim,pmn'. % rule,
U]

When h = 0.25, the values of y = #am

0 0.25 0.5
1 1.0105 1.0429
! L ¥ ¥i
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By Simpson's rule,

h
I=7[(yo + y2) + 4yy]

0.25 ;
==3[(1+1.0429) + 1.0105]
=05071
i)  Whenh=0.125, the values of y are,
: 0 |0125 | 025 [0375 [ 05 |
1 ] 10026 [1.0105 | 11003 | 1.0429 |

Yo 1 ¥z ¥ ¥4
By Simpson's rule,

h
= E[Lvoli- ya) + 4{y1 + y3) + 2y2)

0.125
=773 [(1+1.0429) + 4(1.0026 +1.1003) + 2(1.0105)]

=0.5198
iii)  When h = 0.0625, the values of y are,
x| 0 [0.0625[ 0.125 [0.1875] 0.25 |0.3125|0.1875| 0.4375 | 05 |
y| 1 [0.0006]1.0026]1.0059]1.0157 [1.0165]1.1003| 1.0326 [1.0429|
Yo ¥y Y2 ¥ya ¥+ ys Ya ¥y ys_
By Simpsqﬁ's rule, ’

1=%'[Lyn +ye) +4(y1+ys+ys+yr) + 2(y2+ys +ye]]
: =&§§£ [(1 + 1.0429) + 4(1.0006 + 1.0059 +1.0165 + 1.0326)

+2(1.0026 +1.0105 +1.1003])]
=0.510253 3
Using Romberg's formulae, we get

1=(n3)- %[4[ ®- [(h]]_= o.;éu :
1=(38)-3 [4; @ < 1(%)] ~os070
RO RO

[0 (G5 ax= 0501
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fexamplc 3.8

Evaluate [:?q:_“. using the Romberg's method.
Solution:
Given that;
Y L
t=la+a
Here,a=0,b=2
i) Takingh =1 and creating interval of 1 from Oto2

Yo ¥t y2
Now, using Trapezoidal rule,

1) =5 o+ ye + 291) -1 1025+ 0125 +2(02)] = 03675
ii) Taking h = 0.5 and creating interval of 0.5 from 0 to ¥

Bl o | 05 [ 1] 15 |
V| 025 | ozass | 0z | ot | 11z
¥o O . Yo Y

Now, using trapezoidal rule, -

. :
10.5) =7 [yo+ys + 2 (yr+yz+y3)

0.5
=—2‘[D.25 +0,125+2(0.2353+0.2 + 0.16]
=0.3914

i Takingh = 0.25 and creating interval of 0.25 from 0 to 2
[x] o [ 025 [<05 | 075 | 1

_ [ 125 | 15 | 175 2
025 | 0.2462 | 02353 | 0.2192 | 0.2 | 0.1798 | 0.16 | 0.1416 015
Now, using snpexoldal rule, . \ ¥

. Y :
1(0.25) = 2 [yo+ya+2 (yrsya+ys+ya+ys+ye +y7)]

025 o il ] ; -
==571025 +0.125 + 2(0.2462 + 0.2353 + 0.2192

+0.2+0.1798 + 0,16 + 0.141
=0,3924 e

Now, optimizing values by Romberg Integration,
1
I(1,05) =5 (41 (0.5) - I(1)]

=4 (4(03914) - 0.3875)

=0.3927
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1(05,025) = % [41(0.25) - 1{0.5)]
=% [4(0.3924) - 0.3914]
=0.3927
1(1,05, 0.25)_=% [41['0.5, 0.25) - 1(1,0.5)]
= “;' [4(0.3927) - 0.3927)
=0.3927

Hence the value orj.:“—:lf—,‘ =03927

‘37 GAUSSIAN INTEGRATION

Gauss derived a formula which uses the same number of functional values
but with different Gauss formula is expressed as,

1 .
j_l'f{x} dx = w1 f{x1) + wz f(x2) + e + W f(x2)

= .f; wi f(x) . . ]
where, wi and x are called the weights and abscissae, respectively, The
" abscissae and weights are symmetrical with respect to the middle point of
the interval. There being 2n unknowns in (1), Zn relations between them
are necessary so that the formula is exact for all polynomials of degree not
exceeding 2n - 1. Thus, we consider,

f(x) = co+ C1X + C2K* v + Canag XE0<1 (2
Then, (1) gives, : : :
1
'.,; f(x) dx = j,‘ (Co# CAX + CX + s *+ C2u-t ¥t dx (@
L zzco-&%cg-!%:l:‘-l-r ...... !
Putting x = in (2), we get, St
136 = co + o3 + Caxh + €axT + v +ca X1

Substituting these values on the right hand side of (1), we get,

| .1, 1(x) dx = w; (co+ c1x1 *.'{"‘i el + e # Can X"
+ wa (co+ cixa + caxb + CIX3 # e+ Camer XY

¥
+wa [co+ E1¥a ¥ caxh o+ €axd # s ¥ G201 X )
+
+
2]
S (co + €1+ CXRH KR ¥ e # Canct 2 1
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= o (W1 4 W2+ Wit s + Wi} emess + ci(wixs + wax,
& WSKs + s+ Wakn) + €2 (Wi + waxd + ward

2
¥ iiians + Wrnkn)
A +
4+

4 ezt (wixt™ + waxd™ 4 w4 ™)
o (4)
But the equation (3) and (4) are identical for all values of c, hence

comparing coefficients of o, we get 2n equations In 2n unknowns in 2,
unknowns wiand xi(i=1, 2, 3, s L 1)

W1+ W2+ Wi+ e +Wa=2

WKL+ WaXa + WaXa + s +Wakn =0
2
2 &8
wixt + waxd + waxd 4 e+ Wekn =3 e (5)
s : i el _
wid™! 4 waxd™ " wad™ e Wk =0

The solution of above equations is extremely complicated. It can h

be shown that x; are the zeros of the (n + 1) Legendre polynomial.
Gauss formula forn = 2

j _l| () doe = wi o) + w f(x2)

Then the equation (5) becomes,
wi+we=2
wixy+ waxz =0

word + waxd =%
Wil + waxi = 0

On solving, we get,

-1 1
wiswisl, = T ==
=15 3 and xz \E
Thus, gauss formula for n = 2 is,

e @)
fu

Eives the correct valyes of the | A
any function ; ntegral of f{x) in the range (-1, 1) f
formula, upto third order. Equation (6) Is also called as Gauss-Legend™
Guuss formula forms=g Is, §

[ 1) dx “510)+ § ['( 5sE) ¢! (asﬁ]]

which is exat for polynomials upro dogree 5,
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Gauss formula imposes a Jrgstric_tlnn on the limits of integration to be form -
1ol Y, v o 4 i 4 1

In general, _the limits of the integral I:f[x} dx are changed to -1 to 1 by
imeans of the transformation, 3 e

1 1
x=5(b-a)u+y(b+a)
I ! dx
Evaluate ], 7, ;7 using Gauss formula forn =2and n = 3.

Solution:
i) Gauss formula forn=2 s,

=Late-(3) )

dx
where, f(x) =75 2

=g+ =15

U S, +=
I 1...(?—%) ‘]+(ﬁ) 474

ii) Gauss formula forn=3is,
8 -5[) _—£)3 ( ;J
]=§[[n}+9[f( 5 +f '\/;)

1
where, f(x) =72

g 5(575).8,50 ;533
Hence,1=9+5\g*8/"9" 72 5
_.-A-A__
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4 T —
BOARD EXAMINATION SOLVED QUESTIONg
A ——

1 Eviluahlflhmﬂ ain X dx. Compare the resut in both conion,

for Simpson ; and § rule. fzma,-p.]

Solution: b
Given that;

laE sin x dx
a=0, b=%
Takingn =6,

Now, table is created at the interval of “1% from 0 to %

o o I n jud s .4

12 6 4 3 12 2
0 0508 | 0.707 | 0.840 | 0930 | 0.982 1
yo S 7 R TS ye

pr. by Simpson's ';‘rule
h
I=3 [yo+ye+ 4{y1 +ys +ys) + 2(yz + y4))
o ) "
=351z [0+1+4(0.508 +0.840 + 0.982) + 2 (0.707 + 0.930))
=1.186 ? '
+Again, by Simpson's %rule
.
F="g [Yo+¥a+3(y1 +y2+ ys + y5) + 2y3]

B
=Fx12[0+1+3(0.508 +0.707 + 0.930 + 0,982) + 2 (0.840)]

=1,184
and, Absolute value of |

m-ﬂ{ﬁﬁmq.wa
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e I

Now, .°
Error by Simpson % rule=|1,186- 1.198] = 0.012
3
Error by Simpson g rule=|1.184 - 1.198| = 0.014
Here, the error by Simpson 1

Fruleis less than Simpson % rule.

z.' Evaluate the Integral | = J:T:_—‘:.dx‘ Compare the absolute error in

both cond itll?r\s for Simpson
Solution:
Given that;

;— rule and Simpson g rule. [2013/Spring]

3 1

I=), T+t dx

a=0,b=6
Let, n=6then

b-a 6-0

hE =6 =
Now, Table is created at the interval of 1 from 0 to 6
Formulating the table,
] 1 2 3 4 5 6
1 0.5 0.2 01 0.058 | 0.038 | n.027
Yo n ¥z ¥a ¥a ¥s . Y&

By Slmpson's% rule, :
=%[(Y°*Ys]+4()'1.+5'3‘f}'5)+202w¢)]' :
= % [1+0.027 + 4 (05 +0.140.038)+2(02 +0058)]
=1.365

By Simpsqn's %ru[e.

_Ius?h_[yn-t-ysnﬁafyl*:}fi.*)’!"‘f!] +2 (v3)]

2 1140027+3 (0.5 +0.2+0.058 +0,038) +2 (0.1)]
= 8 d 0

‘=1385 .
Now, Absolute valué of I

‘

{ (R ‘
L J_:a‘fwx = tan ()] 1405
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Now,

Error by simpson’y rule = 1405 - 1.365] = 0.04

Error by Simpson % rule = |1.405-1.3 55| =0.05

3
1 3
Here, the error by Simpsong rule is less than Simpsong rule.

1
dx
3. Find the Integral value 18 -[01_5(" correct to three decimal place by
[2013/Spring, 2018/Spring)

_using Romberg Integration.
Solution:
Given that;
! dx
01 +x2
Here, a=0,b=1
i) Taking h = 0.5 and creating interval of 0.5 from 0 to 1.
x| 0|05
1 08 | 0.5
¥o yi yz.
Now, using trapezoidal rule,

1(05) = E (o +yz + 2y1]

i) ¢

0. 3
= —25‘ [1+05+2(0.8]]
=0775
i)  Takingh=0.25and creating interval of 0.25 from 0 to 1.
0 0.25 05 | 075 | 1
1. 09411 | 08| 064 | 05

Yo 1 ye y3 Y4
Now, using trapezoidal rule, =

1(0.25) =%[yn +ya+ 2 (yi+y2+ys))

0.25 Lot
==5 [1+05+ 2(0.9411 + 0.8 + 0.64)]

1 =0.7827
i) Takingh=0125 .

o0 [0125 ] 025 0375 | 0.5 | 0.625.] 0.75 | 0.875 [1]
1 [09846]09411 [0.8767] 0.8 [07191] 0.64 |05663| 0
A i

Yoo n y2 yr' oW s ¥é
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Now, using Trapezoidal rule,
h
L0A25) =5 [yo 4 yo+ 2 (y1 4 ya+ ys + s+ ys 4 yo + y5)]

0.125
=T [1+0.5+2(0.9846 + 09411+ 08767 + 0.8

+0.7191 + 0,64 + 0.5663)]
=0.7847

Now, optimizing values by Romberg Integration,
1
1(05,0.25) =3 [41(0.25) - 1{0.8)]
- 1 ‘
=3 [4x0.7827-0.775]
=0.7852 '

1
1(0.25,0.125) =3 [41(0.125) - 1(0.25)]

1
=3 [4%0.7847 - 0.7827]
=0.7853
1 ]
1(0.5,0.25,0.125) =3 [41(0.25, 0.125) - (0.5, 0.25)]

=0.7853

dx

1
Hence the value of integral Lm= 0.7853

' dx !
Also, Lm= tan-! (x]], = 0.7853

Table of obtained values;
1(0.5)
} 1(0.5, 0.25)
1(0.25) ]- 1{0.5, 0.25, 0.125)

} 1(0.25, 0.125)
1(0.125)

% The following table gives the displacement, x (ems) of an object at
rious of time, (s ds), Find the veloolty and acceleration of the
object at t = 1,6 sec. Using sultable Interpolation method. [2014/Fall)
0] 12 | 14| 18 | 18
90 | 66 | 102 | 1.0 | 132

Solution;
eating the difference table from given data : :
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95 0.2 "

12 07 -01 .

TP (e e 04 14
08 . 13

16 11.0 1 1.4 !
2.2

18 132 :

Here the data of T is equispaced and t = 1.6 sec is near the end of the table,

so using Newton's backward formula for numerical differentiation.
h=18-16=02

Now,att=1.6sec |

From numerical differentiation, using Newton's backward formula,

i :
(%ﬂfv'.%[“w*v—f‘"*%&] o)
=L[(;8+U_J.‘+_n.1] . I
0.z2pL™ 2 3
= 4,083 cm/s is the required velocity of an object
Now, for acceleration ]

1 1 i
Y =57 [Vye + iyl = 555 (0.1 +-0.1]

¥"=0cm/s?is the réquired acceleration of an object.

5. Enlmthunml]:(nacng“x)ﬂxby,-

U] Trapezoldal rule )

)  ‘Simpson's % rule, taking number of Intervals (n) = 6
Solution: . .
Given that;

: I-l:[i +3cos?x) dx

n=6
#=0,b=n
Then,

pelst 50 g
n 6 "6

Scanned with CamScanner


?


Numerical Differentiation and Integration 167

Now table Is created at the iterval of g from 0 to

0 z |z | 28
- Sl D 3

4 3.25 1.75 1.75 3.25 4

1
‘Yo N yz ¥3 Y& . ¥s ¥s
] By trapezoidal rule,

b
= Yo+ ye+ 2 (y1+ya+ya+ya+ys)]

hid
=T g4+ 4+2(325+175+1+175+3.25)]
1=78539 ' .

ii) By Simpson's % rule,

3h
=g Do+ys+3 (yo+ye+ys+ys)+2ys]

= 3335 [4+4+3(3.25+1.75+175+3.25)+2 (1))

=7.8539

Also,

v .
. im:_L[I +Bmsix)dx=J:1+‘z‘[c052x_+1]='?.8539

6.  Evaluate the Intugrail=ﬁslnxd:hrn=_3and.mmltmmwﬂ

] L]
in both conditions for Simpson % and g rule, : ¥ [2015/Fall]
Given that;
1= E sinxdx “ %

a=0, b=3 n=6

T -
T b &
L e i

n 5.
Now, creating table at the Interval of 73 from 0105

i O i .8

0 0258 | 05 ‘| 0707 0.866 | 0.965
Yo TR ) ¥ ;:. ys ve

—_la
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|
Now, By Simpson's 3 rule
1=%[yg+yg+-t-[y1 +yi+ys) + 2 (y2+y4)]

=373 [0+1+4(0.258+0.707 + 0.965) + 2 (0.5 +0.866)]
=0.9993

Again, by Simpson's 'g' rule
3h :
=5 [yo+ye+3 (yr+ya+ys+ys) + 2y3]

A
=§%’-‘1—5 [041+3 (0.258 + 0.5 + 0.866 + 0.965) + 2 (0.707)]
=09995

and, las= E sinx dx=[-cosx]; =~ cusgi- cos0=1
Now, Error by Simpson *;' rule = |1-0.9993] = 0.0007
! 3
Error by Simpson‘a' rule = |1-0.9995| = 0.0005

1
Here, the error by Simpsongrule is more than Simpson % rul

A 3
e, so Simpsong
rule is more accurate. 2

7. Use following table of data to esti

att=7sec ' -
]
195 | 255 | 320
[2015/Spring]

v 45

6 145 ” 05 :

5 e i
7 195 R g g b
a3 1] i s '6 (49 R R ST |
a - 25'5 |‘ M e : - os .I . -o"s
: 65 W s

9 g | &

Now 20

'Mate velocity at ¢ = 7 sec Wh-lc"_—mh Ties at the mid oTGble
| . ; i’
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Using Stirling’s central difference formula,
We have, ,
B(mtud) Bty oY gt

Yo=yory N % ¥ s

=y +ph
pifferentiating with respect to p, we get,
dys Ayorlys o 3pi-1(Nyg+dlya
dx = 2 TPAYatTg 2 +

dx

and, .d;'-_h

Then,
dyp_dyp dp
dx ~ dp “dx

1| Ayo + Ay- 32 = 1 [ Ay + A%y
=—[_.V____Y_L°2 +I3ﬂ25'—1+'23! }{1; ¥-z o
A':x X0, p=0, |

o (@), (). ]

-0 () i ]

Now,

or, s'(t) =-}—[6 ; 5]
0 §'(t) = 5.5 km/s is the requlred velocity

olp (—';!) dx, uelnn gauss quadrature
[201&'&“]

8.  Evaluate the | magrall:
foﬂnuhwmnnzandn-a
Solution: MEURNT o
Given that; oy Al 0 e
0
[=r,f[x)dx

s 1010 5)

Using gauss quadrature form
b=101s not from-1t0 1, 0 using

xnlu: a}uflfhﬂ] '

ulaMthnnzlandu=35lnullmlta=[land
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or, xs%[}ﬂ-ﬂ)\l*%“n"m

: x=5u+5 ()
Differentiating on both sides
: dx=5du _ ()
Then, substituting the values form (1) and (2) to I,

1

-1
1= j_1 exp (1 + Csu - 5]2) 5du

Now,
i) Gauss formula forn= 2 is
o
1 1
1=, ) dx = f("ﬁ) A f(;rgj
-1 33 -1
=5exp 1 7 [*+5exp 5 H
v )] @)

=4.164 + 4921 =9.085 i

Then, 3

ii)  Gaussformulaforn=3is,

1_=%f[ul'+%[f [\@ ¢ ‘(\E)}
550 (707

i [ SR

=4276 %4531 =g 807

8. Evaluate the integral r: o dx, using SIrnpnnn% rule and SW"“%

n:h. dividing the Interval into six parts, 12016/5peing]
Given that; '

. ;

! 'r o &' dy,

Then 2=0,b=06andp=g . -
b-a os.
h= o ..-Q-%_E. 0.1
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n-"-'-—_
ow, table is created at the interval of 0.1 from 0 to 0.6,
0 01 0.2 0.3 0.4 0.5 0.6

1 1010 | 1040 | 1.094 | 1173 | 1.284 | 1433

Yo l_l'l y2 yi Yo o ¥s Yo
Now, by Simpson's 3 rule,

h
I=gln+yet 4 (n+ystys) +2 (y2+y0)]
0.1
=73 [1+1433 + 4 (1010 +1.094 + 1.284) + 2 (1.04 + 1.173)]
=0.68036
3 -
Again, by Simpson's g rule,

3h '
T="g Yo+ +3 (y1 +y2+ ya+ys) + 2y3]

3x01
=55~ [1+1.433 +3 (1010 + 1.040 + 1.173 + 1.284) + 2 (1.094)]

=0.68032
06
Mso, Tu=] , e dx=0.68049
10.  Estimate the g integrals by,
i) &mpm'agmmd

) Simpson's ; method and compare the result
1 .
L i’?—! (Assume n = 4) [2017/Fali]
Solution:
Given that;
I= 2%“
a=2,b=1n=4

h an-—asll'-i;,_o‘ZS
Now, table at the interval of (-0.25) from 2 to 1.
2 1.75 1.5 1.25 1
3694 | 3.288 | 2987 2-7?3 2718
Yo Vi 7 ‘va ¥4
| Now, by sjmpm..% ke
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=%{y‘, +y4+4(y1. +y3) + ZU%H

: .
<2025 3 694 42718 + 4 (3288 +2.792) + 2 (2987))
--30588

3 .
And, by Simpson's g rule,

.

1’%“’"*5’**3 (ys +y2) + 2y3)

23202515 4944 2718 + 3 (3:288-+ 2987) + 2 (2792)]

=-2.8894

; ;
et
Then, las= L; dx =-3.0591

Now, Errorby Simﬁsnn% rule = [-3.0591 + 3.0588| = 0.0003

Error by Simpson% rule = |-3.0591 + 2.8894| = 0.1697

1
y So, Simpson's 3 rule is more accurate.

11.  Apply Romberg's method to evaluate

2__COSX ! : : el
Emdx o [2017FF:
Solution; WA
Given that;

7__COSX
lﬂ'r;un-slu_x‘:lx ;

a=0,b_=%
¥ \

T
Taking h = 5 and creating interval of % from 0 to%

1 | 0541 0

Yo i

Now, using trapezoidal rule
n h ! LI T

1(4) h'i[yo+)‘a+25h] >

“Zugll140+2(0541)) = 08175
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‘l‘aldng h =
i3 3n Fid
4 B 2
0.541 | 0.275 0
2 ya Wi

n h
I(E) =2 o+ ya+ 2{y1 4 y24y9)

1Y
=% 1611+ 0+2(0.785 + 0541 + 0.275)]
~ =0.8250

Taking h= %

Jo| £ | Z |32 | = | 58| 3¢ | 7
6 | 8 |16 2 | 16|78 | 18

oA

1 |0.897 | 0.785 | 0.667 | 0.541 | 0.410 | 0.275 | 0.138
o N ya ya y ¥s Ye yr- . yi

“‘( ) [Yﬂ+W+2U1+h+B+Y4+Y5+ys+p)]

)

= oo [140'+2 (0.897 +°0.785 + 0,667 + 0.541

+0.410'+0.275 + 0.138)]
: =0.8272
Now, optimizing values by Romberg Integration

'(4 s] [‘“(3) O]

—5[4 « 0,8250 - 0.8175] = 0.8275

'(%*%) [4‘ (16) (a)]

[4 (0.8279) - (0.8250)] = 0.8279

4845 -G]-

=3 (4x08272- 0.8275] = 08280

3 1 S
Hence the value of Integral Eﬁ;‘;dﬁt 08280

Aiso, ,*;,qu_"’.:.‘.;.;,-_u.am
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12. A slider in a machine moves along a fixed straight rod 8 + g gy,
x (em) along the rod Is given below for various values of %
seconds, Find the velocity and the acceleration of the slide,

=02 [2017/5
0.1 02 0.3 |""‘ﬂl
sn1a 31,62 | 3267 | 3395
Snll.lllon'
C'reatlng difference table from given data
i &f‘%&'-‘ﬁ#}ﬁ e e
3013
31.62 L -0.24
© 125 0.07
0.2 32.87 017
1.08
03 33.95

Here, the data of t is equispaced and t = 0.2 lies near the end of the table so 50

using Newton's backward formula for numerical differentiation,
h=03-02=01 _

Now,att=0.2 4

From, numerical differentiation using Newton's backward formula

L% 1 -0.24
y'= hl:v)"n i} 01[125 022:|

y' =113 cm/sis the requ!red velocity of an object.
Now, for accelerauon

[\i'yn]— ,x -0.24

a oy =-24cmfe
is the required acceleration of an object

13 The veloclty ' of a paricle at a distance s’ from a point on s peth
: iven by the followin _g_t_nhla

“ 10 [ 20 40 | 50 [ s0

| 64 sa 61 | 52 | 38

; Estimate tln time taken to travel 60 metres by using Simpson'®

’nﬂundslmpoonnimll. * f20171 Spried

We have,

s
V=at

1, - : 5
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on integration,

L= e)"ﬁs
Here; a=0,b=60,n=6

L 60-0
0, ][:'_S_EI.O
Creating table at the interval of 10 from 0 to 60.
10 | 20 | 30 | 40 | 50 | 60
L AL TATEL R
58 | 64 | 65 | 61 | 52 | 38
1 ¥z ¥3 ¥a ¥s ¥e

1
Now, by Simpson's 3 rule,
h
a I=3[yo+ys+4 (y1+ya+ys)+2 (yz+y4)] .
lofi 1 /1 1 1 1.1
3 [47*38”(53*55*52)*2(54*51)]‘1-053
3
Again.hySimpsnn'sgmle
3h
[=?[Yn+y'5+3[}’x+y;+y|+}"s]+2)f3]

1.3 1) i R P ot Wi 303 A 0 & e
=g [47*38*3(53*54*61*52)*2(55)] 10645

14.  Evaluate the integral | = E(l + 3 cos2x) dx. Compare the result in both

conditions for Simpson %md % rule. [2018/Fali]
Solution: =
Given that:

_I=E(1 + 3 cos 2x) dx

3=U,b=£n=5

z}

id
h=l=2 ._.7'—0 £
= n = 6 ‘12

Now, table is created at the interval af'fi

x | 5z |Z
o| & |8 |55 | 13 |2

+ | 3508 | 25 | 1| -05 | -1598 | -2
LR y2 y3 ¥ ¥s

ko :
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1
Now, by Simpson's 3 rule,
- l=%[yo+ya+4'[y|+ys +y5) + 2 (y2 4 y4))
L]
= ?fﬁ [4+(-2) +4(3.598+1-1.598) +2 (2.5 -0.5)]
=1,57079
3
Again, by Slmpson's'ﬁ‘ rule,
l=aé—h[yo+y.+3 (y1 +yz2+ys+ys) + 23]
=§-ii'ﬁ[4 +(-2) +3(3.598 + 2.5 - 0.5 - 1.598) + 2 (1)]
= 157079
Also, lm.=f (1+3cos2x)dx=157079
Now, Error by Simpson ‘é’ rule = [1.57079 - 1,570 79 =0
Error by SImpscn% rule = |1.57079 - 1.57079| =0

-

Hence, the Simpson's %_apd ‘g‘ rule is accurate with zero error.

15.  From the following table of values of x and y, obtain %um!%ﬁ'
x=12, )
¢ | 1.0 1.2 1.4 16 | 18
(| 27183 | 3.3201 | 4,0552 | 4.8530 | 6.0496 T
~ [2018/Spring]

12| 33201 0.1333
0.7351 : 0 uggl.‘
14 0294
0552 0.1627 0.0067
0.8978
1| aosao 01988 .

‘ 10966
13| oo |
i R
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Here, the dam‘ofx Is equispaced and x = 1,2 lies near the starting of table so

using Newton's forward formula for numerical differentiation,
h=12-10=02

Now, atx= 1.2,

From numerical differentiation, using. Newton's forward form
dy_ ., 1 Py '
ey =ilan-2n, 2] '

ula
=_.:_ 0.7351 162 0.0361

y'=3.328

dy
Again, for e

day

B
=Y =3 e - Ay
ik
0.2
y"=3.165

[0.1627 - 0.0361]

16. The follwirig data gives corresponding values of pressure 'p' and
specific volume 'v' of steam. ke

P 105 | 427 | 253 | 167 | 13

v 2 4 ] 8 10
Find the rate of change of volume when pressure is 105 and 13.
. : . [201&/Fall]
Solution: P d . i
As the values of p are not equispaced, we use N 's divided difference
formula. '
The divided difference table is )
1 T Al T - ZM
s ;
. -0.0321 1
x| 42.7 4 0.0010 ?
-0,1149 -3.96%10°
x| 253 | 6 | 00045 7.06x10°
-0.2325 ¢ | -6.90x10™
X3l 16.7 8 0.0250
; -0.5405 !
w13 | 10 |
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Now, Newton's divided formula for the 1% derivative.

We get, _
E‘[x]=:—;-=bm,m] + (2% - X0 = %1) [Xa, X1, x2] .
+[3x2-2x (Ko + X1t %2) + XoXi + X1Xz + XzXo] [Xo, X, Xz, x3)
+ 43 -3 (o X1+ X2t x3)
+ 2 [XoXt + X1z + X2X3 + XaXo + X1X3 + Xoxz)
— (oX1Xz + X1XaX3 + XaXaKo + XoX1X3)] [Xo, X1, X2, X3, X4]
Now, when pressure is 105
Eﬁfh - -0.0321 + (2(105) - 105 - 42.7) (0.0010)
+[3(105)* - 2(105) (105 + 42.7 +25.3) (105 x 42.7)
+(42.7 ¥ 25.3) + (253 x 105)] (-3.96 10%)
+ [4(105)° - 3(105)° (105 + 42.7 + 25.3 + 16.7) .
+2(105) (105 x 42.7 + 42.7 x 253+ 25.3 x 167
+16.7 x 105 + 42.7 x 26.7 + 105 x 25.3)
- (105 x 42.7 x 253 + 42.7 x 25.3 x 16.7
+25.3 167 x 105 + 105 x 42.7 x 16.7)] (7.06 x 10)

=2.9289 !
Similarly when pressure is 13, usingx =13 in the formula, we get,
dv
dprp=n3™ -0.6689 "

1
" ;
17.  Evaluate |, 37 5ov dx by using trapezoidal, Simpson's % and % rule
withn'=6. [2019/Fall]
Solution: i :
Given that;

2

xdx
x+2er,

a=-2,b=2,n=6
‘Then,

Now, table is created at the interval of ':;" frcﬁ -2to 2,

2| 2 =2 2
1 15;6 : — : -3. % e
'y., 1653 | -1850 [ 0 |T0.146 | 0.149 | 0119
¥i y2 ¥i Ya ¥s Yo
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Now, by trapezoidal rule,
X 'h
=g lyotys+Z{yr4y2+yasystys))
2 X
=7, 3 (1156 +0.119 + 2 (1,653 - 1.850 + 0 + 0.146 + 0.149)] = 0.490

Again, hy,Simpson‘s % rule,

h A
1=3 [0+ Yo+ 4031+ ya + y5) + 202 + y4)

2
=33 [156+0.119 + 4(1.653 + 0 + 0.149) + 2 (~1850 + 0.146)]

=1.1277

And, by Simpson's % rule,

3 .
1="é'[yn1:ys+3[y:+_‘ik+y-‘+y5]+2y:]

3x2
=5 : 3 [1.156 +0.119 + 3 (1.653 - 1.850 + 0.146 + 0.149) + 2 x 0]
=0.3922
18. Using three-point Gaussian Quadrature formula, evaluate,
dx . a
J:'—;"; [2018/Fall]
Solution: ;
Given that;
' dx
7 T=dTsx

Using gauss quadrature formula withn =3,
Since limita =0 and b = 1 is not from -1 to 1 so using,

.-.%[h—a]tu’%[’bi-a)

1 1
or, x:i[l-ﬂ]u-t‘z“[lv*ﬂ}

b ,:-;L,% D e G L 6
Differentiating on both sides
dx= 922 R w(2)

Now, substituting the values from (1) and (2) to ,

€L du >
. 2 du
I-I-n_ u 15"-[-13”.1.
1+ "fi ;
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Now, Gauss formula for n =3 is

o +sg[f(;3/§)+f1(\/%)]

1=0.69312

19.  The following table gives the velocity of a velocity at various points
of time.

Time, iiseconds) |1 |2 |4 |5 |

Velocity, vim/s) | 0.25 |1 22 [4 |

Find the acceleration of the vehicle at t = 1.1 second and t = 25
d using any suitable diff ial formula. [2019/Spring]

Solution:
As the values of time are not equispaced, we use Newton's divided difference
formula. :
The divided difference table is

iz S _g_!‘.‘__diff: :
Xa
X1 2 1 -0.05
' 06 0.1125
n| 4 22 04
18
X3 5 4

From Newton's d!viqed formula for the 1 derivative, we get,
F(X) =[x, %] + (2% = %0 - 1) [¥o, X1, X2]

+[3x2-
RRST R s [3x Z!f[xn+x| *X2) + Xo X + X1 X2 + Xa Xo] [0, Xa, X2, 36]

F =075+ 2 (1.1)~1-2) (~0,05)

AL 201,11
“075 4001 s g+ )+ (IR + Q8) 4 () 02129

Xy =1
Again, when ¢ = zj:m 1 the required acceleration in /s

P00 = 075 +2(2.5) - 1-2) (-0.05)

*13(25)" - 2 (2,
5075~ 31.1 - fz?;i *244) 4 (1)(2) + (2)(4) + (1)(4)] (0:1125)

* 03969 m/st 15 the required acceleration,
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2sinuy
20. Evaluate J‘: “u_ du by using trapezaidal, sln'u-.-lorl'_n1

3 mﬂ% rule
with n = 6. [2019/Spring)
Solution: g
Given that;
z5inu
1= 0 du
a=0,b=5n=6
K
pab=2_ EE, X
" n T 6 T12
Now, table is created at the interval uf:l% from 0 to %
el o | = n LA Eiid 3
12 f 4 3 12 2
1 0.988 | 0.954 | 09 | 0.826 | 0737 | 0.636
¥o ¥1 ¥z Vi Y4 ¥s Ve
8080 o, ve use L-Hopital’s rule for
 values are nonn_a!_..l}f_nal.cu!._at.ed; i

Now, by trapezoidal rule,
1=%{yn+ya+2,{y;+yz+ys_+y4+stl 0=

- :ﬁ [1+0.636+2(0.988+0.954+09 +0826+0.737)] '
=1.367 ;

-

Again, by Simpson's % ruiel,
.‘—'%[yg +ys 4 (yi+ys+ys)+ 2 (y2+yi)]

=3¢ [1+0636+4 (0988409 + 0.737) + 2 (0.954 + 0.826)]
-~ =1.369

And, by Simpson's %ruie.

l=3:- o+ ye+3 [y +y2 + ya+y5) + 23]
= 39% [1+0 o (0.988 + 0.954 + 0.826 + 0.737) + 2 (0.9)]
= 1369 '
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=l EN KR KT

ds

R
21.  Use Gauss-Legendre 2-point and 3 paint formula to evaluate;
15 .
Solution:
Given that;
. 13
= Jps e dx
Since limita = 0.5 and'b = 1.5 is not from -1to 1
1 1
so, x=ghraju+z(b+a)
1 1
or, x=3(15-08)u+3(15+05)
or, x:%-{-l (1)
Differentiating on both sides
ax= -0
Then, substituting the values from (1) and (2) to ],
v (o)
e
I= jq 2 du
Now, ! . .
i Gauss formula forn=2is
- I' - -1 1
=100 dx=f(\ﬁ)+ r(ﬁ)
s B £ e S T
= e( it e(fhﬁ 13
s e o
=0,829 + 2.631
=3.46
i)  Gaussformulaforn=3is
=8 5[ ( 3 ( 3
1= =l fl=a = i1
: gfl0)+35| f ‘\jgd-f 5]
8 (e(m)i) é[e-('h‘ﬂi AF GNER
9\ 2°/)*% A + 3
=1.208 + 2,307
n  I=3515
2, :
Mn:ﬂd.:ﬂm:rlno;ubhmmmmm mwnﬂ
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sg_uuion:

creating the divided difference table

-1 BI 2+1=3‘65'_:: )
~0.667 - 3.667
—5i1  =-0722
2 3 |
-3, 1.233 +0.722
55 =-0.667 320722 544
55+ 0:667 _
4 e 7oy =1233
: 172—_'51- =55
7 12
23,  Integrate the given integral using Romberg integration,
1 Ti? dx g [mumiu
+ Solution:
Given that;
1
1=l 1+x3 dx
Here,a=1,b=2
)  Takingh=0.5.
iy 1.5 2
05 | 0228 | 0111
yo n W
Now using Trapezoidal rule
1(05) = %_]yn +y2+ 2y
= %5' [05+0111+ 2(0.228)] =0.266
1)

Yo

Taking h = 0.25
1 1.25
ya

1.5. 1.75 2
0,157 | 0111
) ¥4

n
Now, using Trapezoidal rule
1025)< g+ ye+ 200432+ 99)

025 (0 0111 +2(0338 40228+ 0157)] = 0257
2= (05
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S5

ii)  Takingh=0.125 -

: X 1 [1125] 1.25 [1375| 15 |1625 1.75 |1875] 3
'y | 05 |0.412]0.338 0277 | 0228 0.188 0,157 | 0.131 [0.177

yoo W1 y2 y3 ¥4 ys Yoo Y7y
Now, using Trapezoidal rule ) .
1(0.125) =%[_Vn +ya+2(ntyzryatystys+yet y7)]

0425 05 4 0.111 +2 (0412 + 033840277

+0.228 + 0,118 + 0.157 + 0.131)]
=0.254
Now, optimizing values by I_lomh'erg Integration

1(0.5,0.25) =§ [41(0.25) -\1(0.'5]]

= % [4(0.257) - 0.266]
” =0254 _
]
1(0.25,0.125) = % (41 (0.125) - 1{0.25)]

=3 [4(0:254) - 0.257]
=0.253

P 1 )
1(05,025,0.125) =3 [41(0.25, 0.125) - (0.5, 0.25)]
) S :
- =3[4(0:253) - 0.254]
=0252 ..

_ Hence the value of integral |, ﬁl*ﬁ dx=0252

il
Also, l.u=ﬂ1_+—xsdx=n.2543

24. compu;: the Integral using Gausslan 3-point formula,
g +sinx k : ;

T [2020/Fall
Solution; * J
Given that;
Etsiny
hi: 1yt

Sinulimltn-zlndh-slunatfram-l to 1
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o x=30-2)us3bra)

1 1
i ’{‘5(5'2’)"'*5(5 +2)

8..1 :
om x=7u%3 (1)
pifferentiating on both sides, we get,
3
dx=7 1 T~ (2)
Then, substituting the values from (1) and (2) to I,
Ll LG8
P 2 +sin* 2° 3
=), (3“7)2 -7 du
1+ 2

Now, using Gaussian 3-point formula,

1=310) +%[f (‘ '\E} * f('\j%)]

=3+[375+7 -34[375+7
8 l:etm) +gint™ 3] ( )
= a _— ey ‘et

e 2  4sint 2
2 2 ST 72
e L)

3337507 _{;jazzsa]

3 e % +s5in

*z 1+(33[3£5+7)’
2

=3.297 +5.271
1=8.568 _ 3
25, Write short notes on Romberg integration. )
= [2013/Fall, 2015/Fall, 2015/Spring)

Solution: See the topic 3.6. : J

o
e
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1 ;

T et
ADDITIONAL QUESTION SOLUTION
e Y -

1. Evaluate E e*"* dx using Gaussian 3-point formula.

_Solution:

Given that;.
1= Fuem\x dx
®;
Sincelimita=0andb=7is not from-1to 1.

1 1
50, x=§[b‘a}l-l+§(b*'a)

i(r 1(n
or, x=§(5-°]"*a(§+“)
T

oy LS (1)
N
Differentiating on both sides, we get,

dx=Fdu @)
Then, substituting the values from (1) and (2) to 1

i T
1= [ emaen, %du

Now, using Gaussian 3-point formula

1=810) %[f(\]%] : r(\@]

= g-[% esinf] " -56[(% x esluf_(d\é?nl]) " (ij esin%(ﬁ;'d-l])]

= 1.4159 + 1,6880
1=3.1039
2. Estimate the value of ©0s (1,74) from the following data: °
17 174 | 178 | 182 | 1.86
0.9916 | 0.9857 | 0,
= 9781 | 0.9691 | 0.9584

Here the daty of
Xare equ =
0 Using Newton's foran. ‘spaced and x

e
1,74 lies near the starting of w
Creating the die

forward formula for numerical differentiation.
rence tahle, !
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174
178

182

1.86
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0.9857

0.9781

0.9691

0.9584

09916 |

-0.0059

-0.0076
~0.0090

-0.0107

=0.0017

-0.0014

-0.0017

0.0003
-0.0006
-0.0003

h=174-17=0.04

Now, atx = 1.7

4

From Newton's forward formulz for numerical differentiation

d 1
a{:y&n[ﬁyn -

1
=004 [—ﬂ.l’!l!?ﬁ .
==0.1750

g‘m&s]

2 '3

Hence, cos (1.74) = -0.1750

L

Find 1'(3

2

Solution:

)

table:
sT4 e ]

23 [ 303540 |

Here, Ih:: data of x are not equispaced, we shall use Newton's divided
difference formula.

Then, creating difference _

2 20 i
. 1s
4 23 i 0.0417
175 -0.0104
8 30 ~0.0625 0.0011
2 1.25 - 0.0052
12 38 0
1.25 }
16 40 — L.
Now, using Newton's divided difference f““'}‘“‘" ;
= —Xo- X1) [X0, X1, X2 s g
Px) = [xo, x1] + (2% sl %o 35 %)

+ [3x2-2x (xo + 3a +32) #3012
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Atx=3,

u-meri.cnl Methodsg

+[4x2 - 3xd (xo + X1 + Xz + X3)
+ 2 [XoX1 + X1z  XaXi + XaKo + X1X3 + XoX2)
— (xoXiX2 + KiXzXs + KaXaXa + Xox1X3)][Xo, X1, Xz, X3, %4]

=1.5+(6—2—4}{0‘0417}+[2?—5(2+4+8]+8+32+16}
(-00104) + [108-27(2 + 4 + 8.+ 12) + 6(8 + 32496 + 34
+ 48+ 16) - (64 + 384 + 192 + 96)](0.0011)

‘=15 +0+ 00104 + 0.0154

. f(3)=15258

4
Evaluate L e dx using 2-point Gauss Legendre method.

Solution:
Given that;

I=.Ee"’dx

Since limita = 2 and b = 4 is not from -1 to 1, so using,

=2b-auszlb+a)

o, x=3(4-2u+i(+2)

x=u+3 i (1)
Differentiating on both sides, we get,

dx = du B -0
Substituting the values from (1) and (2) to,

1=l etran

Now, using 2-point Gauss Legendre method

a1
1= et du

2 .f(-\g),r(\@. .

ET
=0.0028

Evaluate the following using Simpson's 3 tule, (take h = 0.2)
r. Ten X

Solution;
Given that;

"ﬁ'f',"-,m
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h=0.2
Table is created at the interval of 0.2 from 0 to 2.

o] 02z [ 04 [ 06T 08 [ 1 [ 12 | 14 | 16 [ 18 ] 2 |
v+ mms]saoaqlswm553:?]54356143&32[13325 3.8878|2.5419|3.2840 |

Yy on ¥ Y " ¥, ¥e ¥ Yo ¥s Yio
Now, using Simpson's 3 3 rule,

h :
=30ty A+ ya+ys +yr +ys) + 22+ s + Yo+ )]

0.2
=73 [(4 +3.2840 + 4(4.8468 + 5.9938 + 5.4366 + 43325 + 3.5419)

+2(5.6084 + 5.8877 + 4.8682 + 3.8878))
1=9.6263
Also,

4ex
Tats =I:mdx= 9.62615

6. Evaluate ,r‘ltx} dx, for the function f(x) = " + sin 2x using composite

Simpson's % formula taking step h = 0.4,
Solution:
Given that;

2
1= f0) dx = f ex+ sih 2% ax

h=04
Table is created at the interval of 0.4 from o to 2,
) 0.4 -~0.8 12 | 16| 2
¥ 1 22092 | 3.2251 | 3.9956 | 48747 | 6.6323
yo i T y3 Ve ¥s

Now, using Simpscn’s %i’ormula.
I-—[yn +ys+3(yi+y2 +y)+ 23’3]

= [2.4] [1+6.6323 + 3(2.2092 + 3.2251 +4.8947) + 2(3.9956)]

% 1= 69916
i s 2x
Also, Jup, = I: ex+sin 2xdx = 9’ oy =7.2159,
7. Evaluate the following Integral u-"*,i berg method carrected to
two decimal places. . 4
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4
Sloh.ltlun:
Given that;
ex+sinx
1= T o

Here, a=0andb=2
1) Taking h = 1 and creating interval of 1 from 0 to 2.

1 2
1.7799 | 1.6597
Yo ¥ ¥z

Now, using Trapezoidal rule,

(1 ‘—'%[yo+§'2+25f1]

=111+ 16597 +2(1.7799)]
=3.1098
i)  Taking h=0.5 and creating interval of 0.5 from 0 to 2
el o | o5 | 1 15 2
m 1 17025 | 1.7799 | 1.6859 | 1.6597
Yo 1 yz ¥s ¥a

Now, using Trapezoidal rule,

1(0.5) '=%[yn e+ 20 +y2+y3))

0.
= TS [1+1.6597 +2 (1.7025 + 1.7799 + 1.6859)]
. =3.2491 i L "
Taking h = 0.25 and creating interval of 0.25 from 0 to 2

025 | 05 | o075 | 1 [125[ 15 [ 175 | 2

1,441311.?025 17911 1.7799 | 1.7324 | 1,6859 | 1.6587 | 1.6597

¥ yz ¥ya Yo oy ¥e y by
Now, using Trapezoidal rule, *

h "

1(0.25) =5 [yo+ ya+ 2 (yr + Y2+ ya+ ya +ys + ye + y7)]
0.25

2 [1+1.6597 +2(1,4413 + 1.7025 + 1.7911

$1.7799 + 1.7324 + 1,6859 + 1.6587)]
=3,2004

Now, optimizing values by Romberg Integration,
104,05) = % (41(0.5) - 1(1))
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1 R
=73 [4(3.2491) - 31098
=3.2955

1(0:5,0.25) = 3 [41(0.25) - 1(05)]

3 .
=3[4(3.2804) - 3.2491] |
=3.2908

I(1,05, 0-25]=% [41(0.5,0.25) - 1(1, 0.5)]

= % [4(3.2908) - 3.2955]

=3.2892 = 3.200

Hence, the value of integral is 3,290,
8. The distance travelled by a vehicle at intervals of 2 minutes m given

as follows:
Time(min) | 2 (4] 6 |8 10|12
Distance (km) (0.25| 1 [22]4 |65]85
Evaluate the velocity and acceleration of the vehicle at t = 3 minutes.
. Solution:
Here, the data of time is equispaced and t = 3 min lies near the starting of
table. So, we use Newton's forward formula for numerical differentiation.
Creating difference table

[f=time [y = disan
ol S 025
: 0.75
4 1. ) 045
) e i 015
6 2.2 7 06 | -0.05
18 01 - 125
.8 B : 17 il AR AT i
b 25 o e L
10 . 65 =05
to| 2
12 85

We have, ' .
x=xo+phatx=3,%0=2

,_h-4.2-3

Scanned with CamScanner



182 A Ccn:lplele Manual of Numerical Methods

or, 3=2+2p
p=05
LEt, x= %o+ ph
And, using Newton's I'nrward interpolation formula,

=2 3
yo=yo+phyo “’Y"*W_JLLI“
E[E—-i]m-ZHE“ ) a4
+ ] Ayo
,blp= nm-z]m»aﬂg-q %

(1)

o (2)
" Now, differentiating (1) and (2) with respect to p, we get,
dx _ h

-1, (3p?-6p+2] 5
%=Utﬂ}’n+[pz Alyo+ 3
(4p*-18p? - 22p - 6]
o=ty Ay
LE_Op’ +105p? - 100p + 24)
120

Then,

5 -6
LL_llﬂzy“Lp__y_Zln:y“
4pi-18p2-22p-6) ,  (5p*-40p3 + 105p2 - 100p + 24 }
24 Nyo+ 120 Ky
Suhsﬁtutlng the values, we obtain,
y,m[u?sm 0.0063 - uouznumﬁz]

yp=0. 3939 is the réquired velocity att =3 minutes.
Now, for anceleratton differentiating y; with respect tap,

ay _a
dx‘ dp(

h[‘ﬁ’!wl—"-—ﬂﬂw -36 *22 a'ye
4 (2007 - 120p2 + 210p - 100
120 ‘v]

we get,

-—;[u 45 - 0,075~ 0,0146 4 0.2344]
¥i=0.1487 |5 the required aceeleration at t = 3 minutes
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™ Arod Is roiatlng In a plain. The following table gives the angle in
radlans (q) through which the rod has turned for varlous values of

time In seconds (1). Find the angular veloclty and angular acceleration
t=0.2,

t|o0 0.2 04 ¢ EI.B 0.8
6| 0| 0122 | 0,493 | 0,123 | 2.022
Solution:

Here, the data of time is equispaced and t = 0.2 lles near the starting of table
so we use Newton's forward diﬂerent[ation formula,

Creat‘tng difference table' .

R TR Ny
0 0 .
0.122 ‘
0.2 0122 0.249
03710 | - 099
.04 0493 -0.741 4
! 037 1301
06 0.123 2.269
1.899
08 2.022
h=02-0=02 3
At =02,

From numerical differentiation, using Newton's forward formula.
d
g, ,g[z% 57 _3}*_]

1 0.741 '?41 3. Dl]
=7. 2[03'?10 =y g

& y' = 8.7242 is the required angular velocity. =
Again, for%

d
ﬁ =y" 'F[Mn Mn}

=D—z,[-—n.741 -3.01]
)f' = -98,775 s the required angular acceleration.

14
10, Evaliate |, (sin x' + 608 ') using Gausslan 3-polnt formula.
Eolutlon; \
; Glven that;

14
I 'ff., (sin x? 4 cos x¥) dx
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Since limita= 0and b = 1.4 is not from -1to1l,

0, l xn%(b-a)ui-%(bé-a)

1
or, x=‘%(l.¢-l]]u+'i(1.4+l]]

or, x=07u+07 ik e (1)
Differentiating on both sides, we get, )
dx=0.7du e (2)

~ Substituting the values from (1) and (2) to .

1 ;
I= L (sin (0.7u + 0.7)* + cos (0.7u + 0.7)% (0.7) du
Now, using Gaussian 3-point formula

1=510) +%[r(-\/—%) ‘ r(\@} .
=5 (5 0.7 + cos 0.7)(0.7)) + %[(o.:r(ssn (0,7 ( \@ + u,;)’
el D))o D)
olrBe)]

5
=05303 + 3 (0.6854 + 0,6665)
1=12813
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4

SOLUTION OF LINEAR
EQUATIONS

LT

4.1 MATRICES AND THEIR PROPERTIES

In mathematics, a matrix is a rectangular array or table of numbers,
symbols or expression arranged in rows and columns. For example, the
dimension of the matrix below is 2 x 3 (read "two by three") because there
are two rows and three columns.

[ 1 9 -13

20 5 -6 . 3
Provided that they have the same dimensions (each matrix has the same
number of rows ‘and the same number of columns as the other), two
matrices can be ‘added or subtracted element by element. The rule- for
matrix multiplication, however, is that two matrices can be multiplied only
when the number of columns in the first equals the number of rows in the
second (fe, the inner dimensions are the same, n for (m  n) - matrix times
an (n x p) - matrix resulting in an (m % p) - matrix),

Definition . s

A systém of mn numbers arranged in.a rectangular array of m rows and n
columns s called an m x n matrix. Such a matrix Is denoted Ify

sy a vl B

azn azn 1 dn
A= HA T} e e - [alF]
& er wer " !

amt T amz e Amn
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Row and column matrices .
le row Is called a row matrix while a matriy

A matrix having a sing
having a single column Is called a column matrix.

Square matrix
A matrix having n rows an

Non-singular matrix
A square matrix is said to be singular if its determinant is zerp

otheiwise it Is called non-singular matrix. The elements aj in a
square matrix from the leading diagonal and their sum Zay is called
the trace of the matrix.

Unit matrix

A diagonal matrix of order n which has unity for all its diagonal
elements is called a unit matrix of order n and is denoted by Im.

d n columns is called a square.

Null matrix or zero matrix

I all the elements of a matrix are zero, it is called a null matrix.
Triangular matrix

A square matrix all of whose elements below the leading diagonal
are zero is called an upper triangular matrix. A square matrix all of
whose el above the leading diagonal are zero is called a lower
triangular mauix,_

B tric and ske tric matrices

A square matrix [a;] is said to be symmetric when aj = ay for all iand

“j. If ay = -a for all i and j so that all the leading diagonal elements aré

zero, then the matrix is called skew-symmetric.
Examples of symmetric and skew-symmetric matrices are respectivelys

a_ h gl 0 h -g
h b, £ |and| sh. 0 . ‘
g.5,.¢8 g -f 0 i

Horizontal matrix
A matrix of order m x n Is a horlzontal matrix if n » m, Example.
[ 1 29N
Rl S R |
Vertical matrix
A mtﬁx:forder m x n is a vertical matrix if m > n. Example,
w B 1

[ R
4 6
6 4
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m-pnal matrix

If all the elements except the principal diagonal, In a square matrix
are zero, It Is called a dlagonal matrix. Thus a square A = [aj)'ls a
diagonal matrix, if ay = 0 when | » |- Example,

2 0 o
03 o
0 0 4

is a diagonal matrix of order 3 x 3 which can also be denated by
diagonal [2 3 4),

Scalar matrix

Ifall the el in the diagonal of a diagonal matrix are equal, it is

called a scalar matrix,
Thus, a square matrix A = [a6]men Is a scalar matrix if

s M

where, k is a constant.
Example,

=7 0 0
0 -7 0
o 0 -7

is a scalar matrix,

Idempotent matrix >

A square matrix is idempotent, provided A = A. For an idempotent
matrix A, A"=Avn>2,nEN=A"=Anz2

Nilpotent matrix

Anilpotent matrix is said to be nilpotent bf index p, (peN), if A = 0,
AP £ 0, iie, p is the least positive integer for which A® = 0, then A is
said to be nilpotent of index p. '
Periodic matrix ¥

A square matrix which satisfies the relation A*' = A for some
positive integer k, then A is periodic with perlod k i.e, if k Is the least

positive integer for which A" = A and A is said to be periodic with
period k. If k = 1, then A Is called Idempotent, Example,

2° -3 .5
o SR
1 -3 -4

has the period 1,
Involuntary matrix
IfA? = |, the matrix Is sald to be an involuntary matrix, Example,

N B R
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4.1.1 Determinants

: N :
The expression | :; b; I {5 called a determinant of the second order ang

stands, for 'mbz = abt', It contains four numbers ay, by, az bz (calleq
elements) which are arranged along two horlzontal lines (called rows) ang
two vertical lines (called columns).

\ Similarly,

i a oo

. n b o« : (1)
\ az b o )

iscalled a detemlnaﬁt of the third order. It consists of nine elements.which

are arranged in three rows and three columns.
In general, a determinant of the nt order is of the form,

an aiz a3 3 a1
an az az An
anl a2 " An3 ann

which is a block of n? elements in the form of a square along n rows and n
rows and n columns. The diagonal through the left-hand top corner which
contains the elements ari, a2z, 813, .y am is called the leading diagonal.
Expansion of a Determinant
The cofactor of an el tin a determinant is the determinant obtained by
deleting the row and column which intersect at that element, with the
proper sign. The sign of an element in the i* row and j* column is (S
The cofactor of an element is usually denoted by the corresponding capita!
letter. ; "
For example, the cofactor of ba in (1) is
] 2

B;:(-l)’*’l L | ;
A determinant can be expanded In terms of any row for column as follows:
Multiply each element of the row (or cplumn) in terms of which we intend
expanding the determinant, by its cofactor and then add up all thes
products,
+ Expanding (1) by R (l.e, 1" row)

A=ah + i + a1y

enB o |en|® 8] B

Sty = baca) - nfazes - asca) + c1(azha - asha)
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similarly, expanding by Ca(fe, 2" column),
A=biBi+ baBz + baB;

a2 T O a
iy i ] i o | i 1o
a o b2 LER -] +bs a2

= b(aaes - ascz) - ba(arcs - aser) + bafaicz-a -

Basic Properties V. s
{)  Adeterminant remains unaltered by changing its rows Into columns
and columns into rows.

i)  Iftwo parallel lines of a determinant are interchanged, the determinant
retains its numerical value but changes In sign, "
ii)  Adeterminant vanishes if two of its parallel lines are identical,
iv)  Ifeach element of a line is multiplied by the same factor, the whole
 determinant is multiplied by that factor.
v) If each element of a line consists of m terms, the determinant can be
expressed as the sum of m determinants. I
vi)  Ifto each element of aline, there can be added equi-multiplies of the
corresponding elements of one or more parallel lines, the determinant
remains unaltered. |
For instance,
~artphi-gan oo
aztpbz-gez b o«
as+pbi-gms M @

A B e b b« a b«
=|a b2 c|+p|b b2 @|-q|e bk o
la b @ bi by o a b oo
C=A+040 ; [ From (iii) property]
=A i .
Solve the equation: ,
x+2 2x+3 3x+4
2x+3  3x+4 ax+5 | =0
: x+5 5x+8 10x +17
Solution;
Operating Rs - (R1 + Rz), we get,
: x+2 2x+3 Bx+4 '
2443 3xed  4x+5 =0
0 1 Ix+8
Operate Ry - R1 and (Rs + R3), :
x+2 2x+d " 6xtl
X+l - x+1 x+1 [=0

0 g AR
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g 2.k o s
o, eNEe|1 10 0100
Operate Ri =Ry,

0 1 5
1 s@m+2) |11 1 =0
“ (x+1)(x+2) T GxeB

lixpanding by Cy,
~(x+1) (x+2) (3x+8-5)=0
or, © =3x+1)(x+2)(x+1)=0
Hence, x=-1,-1,-2.
1. Ingeneral, AB = BA even if both exist.
2: Ir A b a square mutrix, then the produt:t AA is d.eﬂncd
" similarly, A %= A cte. i
Related Matrices
A. Transpose of a matrix
The matrix obtained from a given matrix A, by interchanging rows and
columns is called the uhnspase of A and is dencted by At.

: as}mrner.rh; mah'lx Ag= A nnd for slnew—symmetﬂc mal:nx

Thus, mry P
a skew-symmetric matrix

B.  Adjoint of a square matrix A

Adjoint of a square matrix |5
i the transposed matrix of cofactor nd s
146025 ad A Thus the adjoint of the matrix - MY '

H b A A

As
[:’ B n]u[u; Bi
A G &G o

an be expressed as the sum of a symmetnc and
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C. Inverse of a matrix

1f A s a non-singular matrix of order n, then a sque  atrix B of the same
order such that AB = BA =1, isthen called the inver {4 being, the unit
matrix.

The inverse of A is written as A™ so that AA™ = A™'A -

Also,

o L8dLA

- Al

'NOTE: :
‘) Inverse of & matrix, when it exists is unique. "
R ) :
i) (B - B ;
Rank of a Matrix

1f we select any r rows and r columns from any matrix A, deleting all other
rows and columns, then the determinant formed by these r x r elements is
called the minor of A of order r. Clearly, there will be a number of different

minors of the same order, got by deleting different rows and columns from

the same matrix.

A matrix is said to be of rank r when,

i) it has at least one non-zero minor of order r; and,
i)  everyminor of order higher than rvanishes.

42 DIRECT METHODS OF SOLUTION OF LINEAR
SIMULTANEOUS EQUATIONS

A.  Gauss Elimination Method i

In this method, the unknowns are eliminated successively and the system is

reduced to an upper triangular system from which the unknowns are found

by back substitution. The method is quite _geperat and is well adapted for

computer operations. i

Consider the equations,
ax+by+cz=di ¥
ax +bgy + ciz =dz } e (1)
asx+hay +ciz=da J° 3

Btep I: To eliminate x from the second and third equations

Assuming a # 0, we eliminate x from the second equation by subtracting

e?‘) times the first equatiop from the second equation,
,) tin .

a3
Similarly, we eliminate x from the third equation by eliminating (;J times
" the first equatloh from the third equation. We thus get new system.
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Assunfing ar # 0, we eliminate x from the second equation by subtrming

(ﬂ!)ums the first equation from the second equation, Similarly, w,

eliminmate % fram the third equation by """"““"g( )um's the first

equation from the third equation. Thus,
ax+hy+ez=d
byy + caz = di ]
bay + e1z = d3
Here, the.first equation is called the pivotal equation and a is called the
first pivot.
Step II: To eliminate y from third equation in (2)
Assuming bz# 0, we eliminate y from the third equation of (2) by

1

bs
subtracting (bJ multiplied by times the second equation from the third

equation. We thus, get the new system,
ax+bhiy+cz=d;
bay +czz = d2 }
ciz=d3
Here, the second equation.is the pivotal equatton and bz is the new pl\rnt.
Step III: To evaluate the unknowns

The values of x, y, z are found from the reduced system (3 hy back
substitution.

1, On writing the given equation as,

el

. Le, AX=D
This method-consiets in transf ming the coeffici ’
upper triangular matrix by el oh e entm\mﬁ

only.
t
Clearly, hiamemadwﬂlfuﬂirmmuﬂhepimtam b} or

#et0, In such cases, we rewrit
: 'lﬂthﬂthsplmamm;nﬂm ethuequa.tlunai.na

and Cmuplem Pivoting

w(2)

e (3) .
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i

Apply Gauss elimination method to solve the equations:
Xk dy = x--s.xur B2=-12;0x-y-2=4
solution:
We have,
x+4y-2=-5 ‘ . e (1)
xey-62=-12 i
Ix-y-z=4 P ETEL G Tt 3
operate (2) = (1) and (3) - 3(1) to eliminate x,
-3y -5z=-7 e (4)
ifpacdEediy 1 v T AEFUls =TT BR. (5)

13
Operating (5] R (4) to eliminate y,

71148
32=73 e (6)

By hackward substitutlon. we get,

z =W =2.0845
From (4),

Y-E-E 71 :—11408
From (1),

81\ (148 - 117
X=-5- 4(71) (.,1) == 16479

Hence, x = 1.6479, y =-1.1408 and z = 2.0845
Otherwise:
We have,

HEE ik

Operating Rz - Ry and Ra - 3R1,

1 & —7rx) |5
0 -3 5 [|yl=|-7
0o -13 2 Jlz) Lol

Operating ;- 22,

1 4 -1 "« -4

0 -3 «8 ] yl=| . -7

0 o 713 lLad L148/3
Us, we have,

1
2=448 5 0045
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or, - 3y=7-52=7- 10,4225 =-3.4225
y=-1.1408 i
and, x=-5-4y+z=-5+4(1.1408) + 2,0845 = 16479

x=1.6479,y=-1,1408 and z = 2.0845

Using the Gauss elimination method, solve the equations:
N+2y+3z-u=10,
243y -3z-u=1,
2x-y+2z43u=T,
I+ 2y~ 4z+3u=2

Solution:
We have,
r{ 2 3 -17[x] [10
2 3 3 ]||ly|_|1
2 -1 2 3 z| |7
3 2 -4 3 u 2

Operate Rz - 2Ri, Ra - 2Ry, Re - 3Ry,
M- 2 3 <1.77x]. =10
0 -1 -9 1 ||ly[|-19
0 -5 -4 5 z| | -13
L0 -4 -13 6 u -28
Operate Ra - 5Bz, Ra- 4Rz,

[4. 2 73 =19{x 10 4
0 -1 =9 1 ||ly| [-19
0 0 41-0 z|"| 82
Lo 0 23 2 u- 48
Thus, we have,
" 41z=82
2 z=2
or, 23z+2u=48  ie,46+2u=48 wu=1
or, -y-9%2+u=-19 je,-y-18+1=-19 ay=2
or, X+2y+3z-u=10 je,x+4+6-1=10 s x=1

Hence,x=1,y=2,z=2andu=1,

B. Gauss-Jordan Method

This is the modification of the Gauss elimination method. In this method
elimination of unknowns Is performed nat in the equation below but In
equations above also, ultimately reducing the system to a diagonal matrt
form Le, each equiation involving only one unknown, From these equatio™

the unknowns , y, z can be obtalned readily. Thus, in this method, the Jabor

of hnd(-subseltullan for findin,
the k ondk
iddlumultalculatlani. 1 unknowns is saved at the
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Apply the Gauss-Jordan method to uolvo. the equations:

X+y+2=9;
20—y +4z=13;
3x + 4y + 5z =40
Solution: g
Writing the equations as,
(1 1 179[x7 9
2 -3 4 ||y|=|13
L3 4 5J4Llz] L40
Operate Rz - 2Ry, Ra - 3R,
M1 1 17[x7 9
0 -5 2 ||yl|=|-5
L0 1 2]JLzd:L13
1
OperateR3+§R;_
¥1 1 1 [x 97
0 -5 2 v |=| -5
Lo o 12/5]Lz 12
Operate - Rz + S5Rs, z
. 1 1 17[x][9
0 5 -2||yl=|5
Lo 0 12 1L=z] L&D
<1 E | [
Operate Rs +& R, 73 Rs,
(1 1 1] [9
0 5 0||y|=|15
Lo 0 1ldlz) L5
Uperategl'Rz.
"1 1 47rx] [2
0 1 0[|y]|=]|3
; Lo o 1JLz] LS
Operate Ry - Rz - Rs,
1 0 o7fx] 1
4 0 1 0f|y|=3
Lo o 1dlz) LS
Hence, x =1,y =3andz =5 __
3 H . s e a7 TN , N
tow sransformation
A Aol
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4.3 METHOD OF Plﬂ'l'ﬂHIZATIlJN
I Trlangular Factorization Method or Dolittle Method

The coefficient matrix A of 8 system of linear equations can be fattorizey
(or decomposed) into two triangular matrices L and U such that, .

A=LU - . 1)
T g
I

where, h-l “ ; §
It Inz Ll In

Ui Up . Un

0 Uz o Un

and, U= i 1 t :
0 0 Unn

L is known as lower ﬁ-i.angular matrix and U is known as upper triangular
‘matrix. !
Once A is factorized into L and U, the system of equation

Ax=h
can be expressed as follows,

(Lu)x=b N ;
or, L{Uxl=b wnl(2)
Let'us assume that, ; :

Ux=z y )
where, z is an unknown vector-replacing equation (2) ineq uation (1), we get

. Lz=b - )]
Now, we can solve the system, :

Ax=b
in two stages: ; 2
1 Solve the equation Lz =b

For z by forward substitution.

2. Solve the equation Ux =z
For x using z (found in stage 1) by back substitution.

The elements of L and U can be determined by comparing the elements of
the product of L dnd U with those of A. The process produces a system of
equations with n? + n unknowns (ly and my) and, therefore, L and U ar¢
lnique, In ordef to produce unique factors, we should reduce the number
unknowns by n. ) ! i
:hl’ 18 done by assuming the diagonal elements of L or U to pe unity: me,

ecomposition with L having unit dlagonal values is called the Dolittlé w

decomposition while the oth
er one with U having unit diagonal elements
called the Crout LU decomposition, by A
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polittle Algorithm

We can solve for the components of L and U, given A as follows:
A=LU .

Implies that, :
ap = lnty + hauzy + e+ liuy fori<| W)
ag = Ity + hatzy + v + Ity fori=| \ e (B)
ag=liouy + hauz 4 o+ iy forisj . e (7)

where, uy=0fori>jandly=0forl<)
The Dolittle algorithm assumes that all the diagonal elements of L are unity.
That is,

REL 7 =LA T, i
Using equations (5), (6) and (7), we can surcesstvély determine the
elements of U and L as follows:

Ifigj, .

w:au.-glml]n §2 1,203, e ,n
where, U1 = ai, U1z = a1z, W13 = an
Similarly, '
Ifi>j,

! [ E ] 2,3 i-1

. ,fu=u—”x a,“—k‘]fnum j=1, 3y v "l
where, hi=ln=h=1
and =2t fori=2ton

un
Note that, for computing any element, we need the values of elements in the
previous columns as well as the values of elements in the column above
that element. This suggest that we should compute the | ts, col by
column from left to right within each column from top to bottom, -

Solve the system,

Bx) 42X+ %3 =10

2 + 3+ 2=14

Xy # 2%z # 3X3 = 14
by using Dolittle LU decomposition method.
Factorization: ; .
Fori=1,h=1and :

pEa=3

Mp=ap=2 ;

Uz=a=1
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Fori=2,
_an_2
b=y =3 and ln=1
2 ‘8
un=an-line=3-3%2=3
2 4
un=an-lwn=2-3x1=3
Fori=3,
: =2l
=3
J)
[=]x2
a:u-i'aluu_z (3 =i
laz= uaz = (_5.) 5
3
. .I"a:=1
U3 = a33 - fauss - lzuzs
‘ 1. 4.4 24
=3x3x1-5*3%15
Thus, we have,
1 0 0
L=[2/3 1 0
13 4/5 1
3 2 1
u={ 0 5/3 43
Lo 0 24715 ]
Forward substitution:
Solving Iz = b by forward substitution, we get,
zi=b1=10
LT A 2
Zz=b:'-hl'zixl4-§x__10=%
z:=b:-.'uzl-haz:=14—-%)(10__%,‘-233=%

Back substitution:
Solving Ux = z by back substitution, we get,

@)

ﬂ“'(z%‘:i .
iz BB

®
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Zi-we -y 10-(2x2)-1x3
u = 3 =1
§.  Crout Algotithm
i Another approach to LU decomposition is Crout algorithm, Crout algorithm

= i

assumes unit diagonal values for U matrix and the diagonal elements of L

matrix may assume any values as shown below.

ha 0 0 I up o U
2 0 0 1 e liza
i i I i i i H i
W e = 0 0 1
an an o] dn
_| an a2z o] Ain
Mant @z v Am

We can use an approach that Is similar to the one used in Dolittle
decomopsition to evaluate the elements of L and U.
.  Cholesky Method
In case A is symmetric, the LU decomposition can be modified so that the
upper factor is the transpose of the lower one or vice-versa. That is, we can
factorize as, Fey

A=LLT
or, A=UT : : (1)
Just as for Dolittle decompasition, by multiplying the terms of equation (1)
and setting them equal to each other, the following recurrence relations can
be obtained.

uq:‘\fau-guﬁ' (i=1ton) )
1 -1 ; y e (2)
m:u—"[a..-z:luuuh] (i>1)
This decomposite is called the Cholesky's factorization or the method of
square roots.

Algorithm for Cholesky's factorization
Given n, A

Setuu=\{;;

Setuu=%ﬁfﬁrl=2t°n

W P

-

Forj=2tan,
Forl=2toj
Sum = al|

Fork=1tol-1
5umnlujl1-l.lhl
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Repeat k '

. sum
setuy = 511 ifi<)

Setuy =4/sum ifl=]
Repeat {
Repeat |
5. End of factorization.

Example 4.6

Factorize the matrix using Cholesky's method

$ 4 &

Solution:
We have,

uy = au-;:u.ﬁ (i=1ton)

1 =1
U= a;'|—k un:ll-lkJ (j>1)

Fori=2,

uu=m=\r~_=2

az-upuy 22-2x3 16
U= T nane

Fori=3,
1 2 13
Hm,u-[o 2 8]
g 0 3

44 'THE INVERSE OF A MATRIX

The inverse of o matrix A Is written as A™ so that AA™ = A™'A = . Thus the
Inverse of a matrix exists if and only If it is a non-singular square matris.
+ Albo inverse of a matrix, when it exists is unique,

A
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A Gauss Elimination method )
In this method, we take a unit matrix of the sarme order as the given matrix
A and write it as Al Now making the simultaneous row operations on Al,
we try to convert A into an upper triangular matrix and then to a unit
matrix. Ultimately, when A {s transformed into a unit matrix, the adjacent
matrix (emerged out from the transformation of 1) gives the inverse of A, To
increase the accuracy, the largest element in A Is taken as the plvot element
for performing the row operations.
B. Gauss-Jordan Method : )
This is similar to the guess elimination method except that instead of first
converting A into upper triangular form, it is directly converted into the
unit matrix.
In practice, the two matrices A and | are written side by side and the same
row transformations are performed on both, As soon as A is reduced to [,
the other matrix represents A™.
:

|: 1 1 3 ]
Find the inverse of A=| 1 i 3

2 -4 -4

Solution:

1. 1 3 Lar by e e
Al=| 1 3 -3 |=|a b @
; -2 -4 -4 as bi o

A1 Az A3 -24 -8 -12
and, adjﬁ=|:B1 B: By|={'10 2 6 |°

‘ G C E;: 2 2 2
-24 -B =12
uem.n'i.ﬂ‘{ﬁ:%[ 0 2 6 J
1Al 2 72

Using Gauss-Jordan mntho.d. find the Inverse of the matrix
1 1 2
1 3 -3
2 4 4

Writm; uu given matrix side by side with the unit matrix of order 3.
We have,

P e O T R
G JIR e TR e
»2 ik 4 100 @
(Operate Rz - Ry and Ry + 2R1)
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TR e Rl
..[u'z-al:-ilﬂ

o Ry 2 0.1
5 A
(Operatei Reand3 Ra)
S U VRN, B+ (I
o1 ooz, 12 0
01 1. 170 12

(Operate Ry - Rzand Rs + Rz)
1 0 6 ¢ 32 12 0
Slige g gy gt 2 o
o 0 =2 ¢ vz o 1/2 1/2
3 1
(Op_erale Ri+3R3, Re-3Rs and-3 Rz
: 3 LT U 1l 1 3/2
~lo 1 0 : -5/4 -14 -3/4
0 0 1 : -1/4 -1/4 -1/4
Hence the inverse of the given matrix is

4 3 1 3/2
[ -5/ -1/4 -3/4
_1/4 -1/4 -1/4

Using Gauss-Jordan method, find the inverse of the matrix

2 2 3

274 4 |

1 3. .8 .
Solution:

Writing the given matrix side by side with the unit-matrix of order 3
We have, i

Z.2 3 i 1:0.0
005 S C e | N 1
s L ot vl ol T

1
(ﬂpe_rate %lll:) 4 ‘ 3 ’
11 32 : 112 0 o0
"[2'- 1 1 ¥ 0 - P ||
; 1" 3 Bel (] ¥ 0 1
[l:l;ierate Rz - ZRII_ Rs - Ri)
35 3 Hagg g g
72 -1y2 0
F”"""”“‘HR:;RHZRQ-
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r1 0 -1/2 : -1/2 1 o0
O I R S S S | o]
lo 0 -1/2 :5;2 i1
r{= o -1/2 : -1/2 1 o
o I e | 2 : 1 A 0
Lo 0 -1/2 : '-5/2 2 1
(Uperare (-2)Rs) ~ |
1 0 -1/2 : -1/2 1 0
~l0 1 2 s 1 -1 0
Lo 0 1 i 5 -4 -2
( perate Ri +—R3 Ra- 2R3)
B 0 i n 2=l A
= U i 0 : -9 7 4
Lo 0 1 : 5 -4 -2
Hence the inverse of the given matrix is,
[ 2 -1 -1
-9 7 4 -
L5 -4 -2
C.  Factorization Method L
In this method, we factorize the given matrixas A = LU e (1)

where, L is a lower triangular matrix with unit diagonal elements and U is
an upper triangular matrix.

1 o0 0 U Y uz M|
ie, L=|l1 1 0 |andU=| 0 -um uxm
1 0 0 us

by Iz
Now, (1) gives, ) L
A= (LU= u"L' e 22

Tofind L™, let L™ = X, where, X is a lower triangular matrlx
Then, LX =1

=g 1 m 0 0 1 00

[121 1 0][':::: x2 0=/ 0,1 0

Il 1 Ky sz K3 0 0_ 1
e LHS and equating the corresponding

€lements, we have,
m=lxu=1%3=1
lasxay + X33 = 0, lxun + faaxas + X3
and, fixzs 4 5520
Equation (3) gives,
Xi=xzex=1
Equation (4) gives,
X21 = =lasxnn + Kz,

Ve (3)
y=0
e (4)

yai=~(ln+ Jsaxay) and xn = =2
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Thus, L™ =X Is completely determined. S
To find U™, let (L™ = Y, where Y is an upper triangular .
Then, YU =1

1 0 0

¥i3 Ui Uiz W3 i 4

: "g‘f,,‘i,mouauu-gél
e 0 0 ya3 0 0 33

multiplying the matrices on the LHS and then equating the corresponding
elements, we have, 5
yuun =1, yun=1,ymun=1
yillz + yizuzz = 0 }
s Yiillis + Yazllza + Yiztaz = 0
and, ymuis 4 yzun=0
From (5),

(6

S e
yus=ynyn=i- andyn= U
i
From (6),
Uiz
Yu=-yn u_u

Yz + Yaaugs
S=s us3

Yarzs

CYmEa

We get, U™ = Y completely.
Hence, by (2), we get A™. o

Using the factorization method, find the inverse of the matrix

50 107 3 .
.ﬂ:[w 54 20
: : 31 66 21
Solution: i
i L T
TakingL= ln 1 g ..
i i L R T | :
: U oug 3 \:
and, ‘U=| 0 Uz ' o
0 0 up
Naw.
A=Ly ; g
L U up
b [ e T P B 1000 ey ey |
s T e | R e
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e
s 50=um ; 107=usz ; 36=uy

25=lnun § 54=lnuy; 20 = lapuga + U2
31=laun § 66=1lnwa + latas § 21 = layuna + Balizs + um
or, =50 ; 'I.I12=1|_]? P Wa=36 )'nll% 1. .=% i
TRt S VA 1
cun=3 § =%y ; la= 25 um=ge
Thus,

1 0 0 50 107 36
L=| 1/2 1 0 fandU=| 0 172 2
31/50 17/25 1 0 0 1/25
Tofind L let L™ =X, Then LX =1

1 0 0 x: 0 071
is. 1/2 1 0| x2 xz 0|=|0
31/50 -17/25 1ilxa xz 0J Lo

1
xm=1L5xn+x1=0

=R ]

e =N=]
—_

31 17
X1z = 1,5:&11 -ggXatxa= 0

-17
%m+x;:=ﬂ.xn= 1

or, X=xnz=x13=1

1.....2¢ . .17
Xn=—2,')(1l--25;33‘!—25

Thus,
' 1 0o 0
L"=x=[ -1/2 1: il
-24/25 17/25 1
Tofind U™, let U™ = Y, Then YU = 1 u
6 1 0
yn 1z Yy 50 107 3 .
le, 0 ;zz . ¥ ] [ 0 1/2 2 =| 0 [ll g
o o ysdlo 0 1zsllo
% 50yss =1, 50y1z+107yn= 0, 50y13+ 107yzs + 36y5 =0

1
%m- 1, %m*!}'ﬂ'ﬂ. i'l'_;'l’“'l

+ =107 22 =196
O yuegs yus2 yn=25 yanTs WP T Funt

’ 1/50 ~-107/25 --‘:1; ]
“mu'u."[ : : 25
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1/50 -107/25 196 1 0
A== f 2 -100 || -1/2 i
" 0 0 25 JL-24/25 17725
-186 129 196
- 95 -66 =100
24 17 25

.
45 ILL-CONDITIONED EQUATIONS
A linear system is said to be ill-conditioned if small changes in th,
coefficient of the equations result in large changes in the values of the
unkriowns. On the Eontrary, a system is well-conditioned if small changes
the coefficients of the system also produce small changes in the solution,
We often come across ill-conditioning of a system is usually expected. Whey
the determinant of the coefficient matrix is small. The coefficient matrix of
an ill-conditioned system is called an ill-conditioned matrix.
While solving simultaneous equation we also come across two forms of
instabilities; Inherent and induced. Inherent instability of a system Is a
property of the given problem and occurs due to the problem being il
conditioned. It can be avoided by reformulation of the problem suitably.
Induced instability occurs because of the incorrect choice of method,
Iterative method to improve accuracy of an {ll-conditioned system
Consider the system of equations,
ax+hy+ciz=dy
am+by+cm=d; }
ax+bhy+cz=ds
Letx', y', 2' be an approximate solution. Substituting these valyes on the left
hand sides, we get new values of dy, dz, ds as di, dj, diso that the new
system‘is. . ;

ta'+by'+ciz'=d; }

(1)

ax' +bay' + e’ = dy

- a' +byy' + o3z’ = d

Subtracting each equation in (2),
we get

a1Xe + brys + 1z, = ka }

()

from the corresponding equations in (1)

az)hi-bqy,}qze.:kz

e + baye + Caze = kg
Where, x. = -

Yesy-y

Tesg-gy

l‘l=ifl-z:

il
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we now solve the system (3) for x., y., z. giving x = -
LT which will be better approximation for X,
prooedll re for improving the accuracy.

X, Y=y +yeandz=
- We wan repeat the

gstablish whether the system 1.01x + 2y =2.01;x42)  is 1¢  ‘tioned
ornot? ;
solution:
tssolutionisx=1andy=05
Now, consider the system,
x+ 201y = 2.04
and, x+2y=2
which has the solution x = -6 and y=4.
Hence the system is ill-conditioned.

1.01x + 2y = 201

x+2y=12

N

45 ITERATIVE METHODS OF SOLUTION

lterative method is that in which we start from an approximation to the
true solution and obtain better and better approximation ‘frolm a
o ion cycle ted as often as may be necessary for achieving a

I p _

desired accuracy. Thus in an iterative method, the amount of computation
depends on the degree of accuracy required.

For large systems, iterative methods may
Even the round-off errors in iterative metho -
Isaself correcting process and any error made atany,
gets automatically in the subsequent steps: : P
Simple iterative methods ‘can be devised for systems In which the

A HEE ared to others.
Coefficients of the leading diagonal are rge 35 0P Al

ds are smaller. In fact, iteration
ge.of computation

46,1 Jacobi's Iteration Method

Consider the equation, ; - .
ax+by+az=di i y; : L4
ax + hay+ ez =d2 3
ax+hay +caz= ds

be-faster than the direct methods.
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]f'a:, bz, ¢3 are large as compared to other coefficients, solve the SYstey &
be written as,

1
x=a_|(d' -byy < c1z)
y:é[dr—azx-{:ﬂ} J -~
2= é (dz - aax - bay) .;J 3
Let us start with the initial approximations X4, Yo, 20 forthe values ofz,y,;

respectively. Replacing these on the right sides of (2), the fiy
approximations are given by

1

x=a_i[d! = biyo - c1za)
1

y =b_;(d’ - azXn - C2Zn)

z= EI; (dz - azxo - baya)

" Replacing values of xi, y1, z on the right sides of (2), the second
approximations are given by,

1
Xz S (d1 - biy: - c121)
: R
y2 za[dz- az¥1 - CzZ1)
I Fé (d: —H3X] - h:yﬂ

This process is repeated until the difference between the consecuti®
‘approximations is negligible,
—

TR

Solve by Jacobi's lteration method; ; !
20% 4y ~2x=1T; :
3% + 20y ~ 2= 18 i
2x~3y + 20z =25
Solution;

' We write the given equations in the form,

1 v
X=20(17 -y +22)

Fhi
Y=30(-18-3x+ 4

e 282k gy
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Xo=yo= Z0= 0, .
Replacing these on the right sides of the equations (1), we get,
S 4 0.85 18 25
x=g9= 08 Yi=55=-09, n=55=125

putting these values on the right sides of the equation (1), we obtain,
1 h
X2 ='2_ﬂ(17 =yi+2u)=1,02

1
y}:ﬁ[-ls = 3x1 4 21) = -D,965
3 1
2 =ﬁ(25 =211+ 3y1) =1.03
" Replacing vallues on the right sides of the equations (1), we have,
xi= E[l? =¥z +22:) = 1.00125
1
ya=350 (<18 - 3xz2 + z2) = 1.0015
1
B=3 (25 - 2xz + 3y:z) = 100325
Replacing values, we get,
1;
u=35 (17 =y3 + 2z3) = 1.0004
y4=35 (-18 - 3 + 23) =~1.000025
A :
24 =55 (25 - 2% + 3y3) = 0.9965
Putting these values, we have,
5235 (17 - ya + 224) = 0999966
Yo=35 (-18 - 3x4 + ) =~1.000078
%= % (25 - 2x4 + 3ys) = 0.999956
Again,substituting these values, we get,
1 ;
= o (-17 - ys + 225) = 10000
1.
Y6255 (~18 - 3xs +.25) = 0.9999%7
1 B
%=55(25 - 2xs + 3ys) = 0999992 :
ctically the same, we

. Yl n the fifth and sixth Iterations DeIng Pr
*t9p, Hence the solution Is, f ;

¥=1y=-1andz=1
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4.6.2 Gauss Siedal Itera
1,
This Is a modification of Jocobi's
auc+b1y+m=d;
ax + by +ci2 = dz 3 b
aau*b;y\‘m:d;

is written as,

ﬂqn Mﬂﬂlﬂd
method. As before, the system of equation

k=2 (dh - biy - 17)
y= T}:(da —amx - Ca2) ) = (2)

z=;:1!'(dx—aax—b;y) y
Here, we start with the initial approximations Xo, Yo, Zo for %, y, 4
respectively which may each be taken as zero. Replacing y =y, 2 = o in the
first of the equations (2), we get,
1
m=gr (1 - bayo - c120)

Then putting x = X1,z = 2o in the second of the equation (2), we have,
1
»n =h—z(dz—-ux1 = c2z0) _
Next substituting x = x1, y = y1 In the third of the equation (2}, we have,
1
2= (da - am: - bay1)

and so on, i.e., as soon as a new approximations for an unknown is found, &
is immediately used in the next step. This process of iteration is rep
until the values of x, y, z are obtained to a desired degree of accuracy.
| BOTE: . A
1

 Jacobi and Gauss Siedal methods converge for any choice of B
initial approximations if in each equation of the system, the absol®
; mu.: ﬂ:mm;;gemm.ia.mm equal to or is atleast
_equal " e sum of the absolute values
..xinmgmﬂldnm-.\ M ALY TR

AT A S R AT T

Apply the Gauss-8ledal method to sol
20%+y=-22=17
3x 420y ~z=-18
2x -3y + 20z = 25
1

ve the equations:

Writing the given equations as,

1)

i
X=55(17 -y + 24 il
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1

yg-z—ﬁt—l_B-S:nz] (2
1

;g-z'E[ZS -2x+3y) (3

Firstiteration by putting,
y=yn 2= 2o in equation (1), we get,

xf=';3(l7 - Yo + 220) = 0.8500

,', x1,Z = 2o in equation (2, we get,
=36 (-18-3x +20) =-1.0275

, x=XLYEW In equation (2), we get,

o =‘2L0(25 = 2%1 + 3y1) = 1.0109
Secand ilteration by putting,
y=y1,2 =21 In equation (1), we get,

X2 =%(1? -y 221) = 1.0025
X=Xz =% in equatian (2), we get,

ya= ZlJ o0 (<18 -3x2 + z.} =-0.9998
%=Xz ¥ = ¥z In equation (2), we get,

= % (25 - 2x2 + 3y2) = 0.9998
"Third iteration by putting,

X =515[1? - y2+ 227) = 10000
yi=5e 20 (-18 - 3x3 + 22) = -1.0000

n-zu[zs 2x3 + 3y3) = 1.0000

The values in the second and third iterations being practically the same, we
can stop the iterations. Hence the solution of given equations is,

x=1l,y=-landz=1

Solve the equation
m+6y—z=ss y "
X+y+54z=110
6x+15y +22=T2

b the Gauss Jacobi and the Gauss Seidal ‘method.
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Solution: [ .
Writing the given ?qﬂﬁﬁns as,

=55 (85-6y+2) ~{)
y=2 (72-6x-22) | )
25%(110-1-!‘] ' -

a)  Gauss-Siedal's Method
Starting from an approximation Xo = yo = 20 = 0.
First iteration:

85
X1=37=3148

72
n=ig= 4.8

7 == 2,037

Second iteration:
1
Xz =§(35 = 6y1 +71) =2.157

1 ‘ ‘
y2=1 (72 - 6x1 - y1) = 3.269

1
E ] '—'3;'[110 -X1-¥y1) = 1,890
Third iteration:

. 1
X3 =77 (85 - 6y2 + 7z2) = 2.492
1
ys =E(?2 = 6xz2 - 222) = 3,685

1
2= (110 -x2 - y;) = 1.937
Fourth iteration:.

X4=57 (85 - 6y1+23) = 2.401 ..
.
¥4=15 (72~ 6x3 - 2y3) = 3 545

L .
A= (110 2 x3 - y3) = 1,923
Fifth Iteration; .

| ,
¥5=27 (85 -6y ¥ 2) = 243>

Scanned with CamScanner



+Hence, x = 2.426,y = 3.573 anq z2=1.926,
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1
ys=15 (72 - 6x4 ~ 2y4) = 3,583

1
2s=54 (110~ x4 -y) = 1,927

On repeating this process,
X6 = 2423, ¥s=3.570, 25=1.926
x1=2.426, yr=3574, 2=1926
g = 2425, ye=3.573, 23=1.926
X9 =2.426, Yo =3.573, 23=1926

Gauss-Jacobi's Method
First iteration by putting,

¥=y0=0,2=20=0 in equation (1), we get,
'

1
X1 ='2_7'{95-6yo+zg]=3,14

* X=X,7 =12 in equation (2), we get,

1:
Y1=75 (72 - 6x1 - 220) = 3.541

X=X,y=yiin equation (3), we get,

1 3
Z =‘51(11[I -X1-y1)'=1913
Second iteration:

Xz =51Ff35_— ﬁy? +71) =2.432
s 115 (72 - 6x2 - 22:) = 3572

1 2 i
Z2=5 (110 - x2 - y2) = 1.926
Third iteration: ’

Xo=35 (85 - 62 +22) = 2426
ya= 115 (72 - 6x3 - 22) = 3.573

1
i -X3-y3f=1926
Z3=5x (110 X3 - ys) =
Fourth iteration:

i % (85 - Gys +23) = 2.426

12 S
Ya=7E (72 =634 -FE!]I 3,573 :
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aymgg (11034 yi) = 1926
Hence, x = 2426,Y = 3573andz= 1.926
4.6.3 Re'laxltln.n Method
Consider the system of equado!\s.

ax+hiy+ 01z = di
Camx+ b;y+c:z=d1
asx+bay +caz=da
We define the residuals Rs, Ry ani
Re=di —aix-bhy-01Z }
Ry = dz - ax - bay - €22
) Re=dy-asx-hay-cs2
To start with, we assume x = y =z=0 and calculate the initial residuals. The
the residuals are reduced step by step, by giving increments to the
variables. For this purpose, we construct the following operation table,

d R by the relations,

(1)

T S R
Bx=1 =a1 -az -asz
dy=1 - -bz -bs
bz=1 -1 -C2 -C3

We note from the equatidns (1) that if x is increased by (1) (Keeping yandz

constant), Ry, Ry and R. decreases by ay, az, a; respectively. This is shown in

the above table along with the effects on the residuals when y and z are

iwen unit increments. (Table is the l'rans.pose of the coefficient matrix).

n:d T:eh step, t!m numeri‘cally largest residual is reduced to almost zero. To
a particular, residual, the value of the corresponding variable is

changes. eg., t 3 |
g., to reduce Ry by p, x should be increased by a’E’
1

When all the residuals have been redyc

!_(_. Y. zare aﬂded separately to give the dEd i ik

esired solutions.
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golve the equatlon by relaxation method,
gx-2y+2=50
x+5y-3z=18
2x+2y+7z=19

Re=50-9x+2y-2
Ry=1B-x-5y+3z
Re=19+2x-2y-7z
The operation table is,

T e | - o8, e
=1 -9 -1 2
fy=1 2 -5 -2
73= 1 e -3 =7
The relaxation table is,
R i | R %
x=y=z=0 50 18 19 i
bx=5 5 | 13 29 ii
fz=14 1| 25 1 il
| by=5 i ' 0 -9 iv
Bx=1 2 <1 i v
b=-1 T -4 0 Vi’
| By=-0.0 1.4 0 16 il
8y =023 117 0.69 -069 vl
| By=013 0 0.56 0.17 ix
By=0112 0.224 0 -0.054 x

Hence,x=613, y=431 and z=323.

In (1), the largest residual is 50. To reduce it, we give an increment B:=5
and the resulting residuals are shown in (ii) of these R = 29 s the largest
ind We give an increment & = 4 to get the results in (). In [urn,4 Ry= -4 s
the numerically) largest value and we give and increment &, = -5 = -0 to
“btain the results in (vii). Similarly, the other steps have been carried out.

47 POwER METHOD

Eigen Values and Eigen Vectors E '
2y Squre matr of ode 1 with S s we i  column
"X and a constant & such that AX = aXor AX-AIX=0or[A-A]X=0.

7Y
|
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This matrix equation represents homogenous s équ-aﬁons' ;

nXn = 0
(a1 = A1 + A1aXa * e A1 2
anxn o+ (22 = MK+ + AznXn u

s s
e + Anzka + e + (A00 A)%n

which wnnl have a non-trivial §olutlon _nnly if the coefficient d"‘“"minam

vanishes i.e, A 2

an-»A an din o
Y an aiz=h am |= ()
ant [ o — am=h

On expansion, it gives on n* degree equation in A, called the characterfsti
equation of the matrix A. If roots A (i=1,2,3,4 oy ) are called the Eigen
values or latent roots and corresponding to each eigen value, the equatio
(2) will have a non-zero solution.

0 | IV o T - Hp—— s Xn]'
which is known as the eigen vector. Such an equation can ordinarily be

solved easily. However, for larger systems, better methods are to be
applied. ;

Cayley-Hamilton Theorem
Every square matrix satisfies its own characteristic equations. i, if the
characteristic equation for the nth order square matrix A is,

A=A = (1) A"+ k™
Then, (-1)"A"+ kiA™ k=0

Find the elgen values and eigen vﬁcturs of the matrix [? :]
Solution: i
The characteristic equation is [A - A1) = 0

5-2
w [P e

or, M=TA+6=0

or, (A-6)(A-1)=0"
=61

Hence, the elgen values are § and 1,

If, % y be the compo gl
e o ponents of an elgen vector carresponding to the eig®

wane{' Al

v [l}
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corresponding to & = 6, we have,
ol 4][):]_
[1 -4y =0
which gives only one independent equation —x + 4y = o
i -:--gglving the eigen vector (4, 1)

4 4] x
dingtod =1, we h =
Corresponding we have [1 1 [y] L
which gives only one independent equation x + y=0=x=-y

x .
= :VI giving the eigen vector (1, -1),

Example 4,17
Find the elgen values and eigen vectors of the matrix
8 -6 3
A=| 6 T -4
2 -4 3
Solution:
The characteristic equation is,
Bhir o
A=Al =| -6 T7-A -4
, 2 -4 3-L
=27 +1807-450=0
o, A(-3)(A-15)=0
4=0,3,15
Thus the eigen values of Aare 0,3, 15. ; ;
Ifx,y, 2 be the components of an eigen vector corresponding ta the eigen
value 2, we have, _
8-, -6 2'7rx
(A-nix=| 6 70 -4 }H= 0 =1
= 2 -4 3 . )
Putting 3 = 0, we have, :
n"W*Z;-U 6x+ Ty -4z=10 23"4Y*3‘=0'Thma::;‘amm
=0, - o
mine a single linearly independent solution whlchuma: ;:m :e:tur
(1.2,2) 50 that eyery non-zero multiple of this vector i3 &
i Tesponding to j, = 0, ' =3 and A = 15 are the
Milarly, the eigen vectors corresponding ~2) and (2,2, 1) which are
“bltary non-zero multiples of the vectors (24

d from (1)
; (1,2 2), (2, 1,-2) and
?2 2,1 three eigen vectors may be taken as
1-2,1),
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] Hles of Eigen Values i i
;. ';hr:p::lt::'l.cf the eigen values of the matrix A Is the sum of y,

elements of its principal diago

i)  Ifrisaneigen value of matrix A,
1

alue of an orthogonal matrix, then T is also its e

nal.
then % is the eigen value of A™,

i) IfAis an eigen v
value. .
1F Aty Aty Ay s M ATE the eigen values of matrix A, then A™ has the
cigen values AT Aal", ‘_W‘”’L‘,'.' (m beinga positi\rs integer).

v)  Any similarity transformation applied to a matrix leaves its eigen.
values unchanged. :

vi)  Ifasquare matrix A has a linearly independent eigen vectors, thenla
matrix P can be found such that P! AP is a diagonal matrix whose -
diagonal elements are the eigen values of A.

The transformation of A by a non-singular matrix P to P AP is called
a similarity transformation.

C.  Power Method

1 X1, X2, o Xn are the eigen vectors corresponding to the eigen values L

A2, wuneeney Ay then an orbitrary column vector can written as,

K=l + ka¥z + e a4+ Kn¥a
Then, AX=kiAX: + keAXz + o + KnAXn
= kahaXs + KahaXz + cove. + KahoXn

Similarly,

A=A + K3z # e+ Keh2e
and, AN =kiha™a + keha™a # o + ko™X

If [ > [Aa] > oo > |Ra], then Ay is the largest root and the contribution of

iv)

. the term kikKs to the sum on the right increases with r and therefores

every time we multiply a column vector by A, it becomes nearer to the €ige
vector Xi. Then we make the largest co ponent of the resulting colum®

Thus, We start with a column vector X which fs as near- the solution #

possible and evaluate AX which is written as X! after normialization. Th®

gives the first approximation A" to the eigen value and X" to the eigen ve®*"

Similarly, we evaluate AX" = A% which gives the second approximation:

lr:rl::::t:rs process until [X' - X™!] becomes negligible, Then A" will b
gen value and X', the corresponding eigen vector.

“This Iterative procedure for find g
known as Rayleigh's power rn:thl:: the dominant eigen value of 2 i
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use this equation, then the above method yields the smallest dgm

wae use this equation, then the above method yields the smallest eigen
value.

Determine the largest eigen value and the corresponding eigen vector of
tomatrix 7

Solution:
Let the initial approximations to the eigen vector corresponding to the

largest eigen value of A be X = B]

men ax=[3 ][a] (3] 5[]
So 'd‘ié b approximation to the eigen value is " = 5 and the corresponding
eigen vector is X' = [012]'

Now, )
5 477 17 58] [1 . (o
Ml:[l z][o.z;!= 14]'53 o2e) "2
Thus the second approximation to the eigen value is 2% = 5.8 and the

1
“rresponding eigen vector is X' = [(l 24.1]
Repeating the above process. We get,

53 =[ ][0241] s966[ o 21} "
AX' = [? ;] [IJ.Z-%B] =596 ["-25"] R
Ax! ‘[5 4][0 zlsn]‘ 5999[";5]=m5

- A [5 4:”:nzsj ‘5[025] ¥

: ces. Hence the largest eigen
ueaﬂy A% = 2%and X° = X® upto 3 declmal pla %

[

Yalueis 6 ang the corresponding elgen vector 1| g5 ¢

M
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Find the wnupnnlmmﬂnwnupnndlnulgm wﬂmm
2 -1 0
3.5 2
using uu:ow:mthud. Take (1, 0, 0] as the Initial elgen vector.
Solution: . :
Lt the initial approximation to the required eigen vector be X[1,0,0].

Then,

3 1 A

So the first approximation to the eigen value is 2 and the corresponding
eigen vector

X(1) =[1,-05,0]
Hence,

2.-1 0 1 25 1
A=l -1 2 -1 ||-05|=| -2 |=|-08 =22
0 -1 2 0 05] Loz

Repeating the above process, we get,

1 .
AXE = aa[ =} ]: vx
043

087
AX'=343] -1 |=a%x
054

0.80
Ax‘=3.41[ -1 ].;,f-xs
0.61

0.76
Af=341) -1 [=a5
0.65

0.74
Axt=341) -1 ].,;Jg'
0.67

Clearly, 2" =37 and ¥* = 7 approximately,

Hence, the largest elgen value is 3.41 vectr®
[0.74,-1, 067, i et

Obiain by the power method o
--..".‘L.u......., the numerically dominant eigen valu®
N

. 2
-] J
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ﬂ:'“ml approximation to the required eigen vectoy be X{1, 1, 1J.

fhett 15 -4 =371
x| 10 12 -5:":1] ._84 e ]";444
-20 4 =21L1] [-18 22 =iy

o first 2 approximation to eigen value {5 -18 .
ﬂwmns [-0.444,0.222,1].. and the corresponding
oW | ‘

[ 15 -4 -3 7[-0.4447 -« 1

alt=| <10 12 -6 || 0.222 |-_ %

_ =20 4 -2 1 i -g'.;g: e
, the second approximation to the eigen value is

ggenvector is [1,-0.105, -0.736]'
jepeating the process,

3 0.930
AX'=-18.948| 0 361 =%

~10.548 and the

0.415
0.981

1
]

=-18.394 A

=-19,698| 0.462 |=2°%°

0.999

-0.9977
AX*=-19.922| 0.490 |=\"X’

4
&

=-19 ?73]: -480 | =%
kd

AX' = -19.955[ -495 |=2%"
0.999 >
Since)” < 3% ang X7 = X° approximately, hence the dominant elgen value an

“mresponding eigen vector are given by,

-1
3-')(‘-19.956{ 495 ]w.zu{ﬂﬁ
0,999

: _1,051]%
l|‘m"*ﬂlhiomin:nt eigen value is 20 and efgen vector s (-1, 05, 1]
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BOARD EXAMINATION SOLVED m

hd .
1. Find the Inverse of the glven matrix by applying Gauss g
Method (GEM) with partial plvoting technique. “"“n'agn

! | 1‘1]
= 3 =
i [f 2 2 Borary

Solution: Given that;

4 1 2
A=|2 3 -l
1 =2" 2

Using partial pivoting technique so, arranging the matrix as

1 -2 2
A=|. ¢ 1 2
2 3 4

Now, the augmented matrix is given by

= 1 -2 2 : 1 0 0

[A:n={4 1 2 : 0 1 o0

2 3 -1 : 0 0 1

- Operate R2 - Rz - 4Ry and R; — Rs - 2R,

1 -2 2 : 1 0 ¢

[A:l=| 0 9 -6 : 4 1 g

k 0 7 -5 : 2 g 14

Operate Rs — R;—;Rz

; 1 -2 2 . 1 0 0
[a:q =[ 0 9 -6 -4 1 0
0 0 -1/3 . 10/9 -7/9 1

1 -2 . g s 1 1
Now, | 0 9 -6 Xo1 =r: 4
g e i3 -1/3 lLxy 10/9

f ol e e
Also, | 0 9 }[:;:} B
SRRV H fonf N

Scanned with CamScanner



3] ! Solution of Linear Equations 223
1 -2 ) X13 0
¢ 0 9 -6 Xz [=| 0
ands o 0 -1/3 JLxm 1
' [x 22
PN i 0
the inverse of matrix is

"y Xz Xn3 233 133 2
[,u. Xn Xn |=| -266 166 -2 J

w xm xal L-333 233 3

golve the of i by applying Gauss-Seidal
{terative method. Cnrry out the iterations upto 6™ stage
2Bx+4y-z=32
x+3y+10z=24

2x+ 17y +4z=35 [2013/Fall]

solution: .
Arranging the equations such that magnitude of all the diagonal element is
greater than the sum of magnitude of other two elements in the row i.e,
© 2Bx+dy-z=32 28] > |4] +|-1]
W+ 1Ty +4z2=35 117] = |2] + |4} .
x+3y+102=24 |10|I>[1|+|3[
Forming the equations as
32-4y+z
x=
: 28
_35-2x-42
=" 97
24-x-3y
i=
10
Letinitial guess be 0 for x, y and z.
Suhring the iterations in tabular form.

ST TR edtcﬁnﬂthr"" R

i 0
35-2‘1.142[-4]0[ 24 1.142 - 3]192-{-|
17 . 10
=1924 =1.708
1.547 1,843
1.492 1.839

1509 1.847
1.848
] ﬁg; T 1839
[T e ]
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ﬁt. \"ﬁuy,ﬁ. '::}: fator
Step llmhamnmki“l"“ ;
di-ans gla_iﬁ__%..ﬂg -2

‘N‘I\ m l’ﬂn G.':ADC theft
nnmrumvam of B? then press =
| enter the value of C? then press =
Sﬂpat Now press = only, again‘and ngain to getﬂ:evnlmrm-
_row for each column,
Step 4 The values are updated automaﬂcalky s0 onmi.nu
. the required number of iterations. . :

3. Solve the following system of equations using Gauss °"M|Wen
method.
10%; = Xz + 3x3 + 5% = 6
o =By By = Xa+ Xy =5
g+ X+ Ay 4 1Ixy =2 ’
51— 9%~ 2Xa + Xa = 7 [2013/Spring)

Solution:

Writing the given system of equations in matrix form,
10 -7 3 D x| [6
6 8 -1 -4 |lx 5
3 1 4 11 ||x 2
5 -9 -2 4 Xed L7

"

! 6
DperaheRz—’Rz-(-E Ry, Ra = Rs~- 10R1.R4->R4'_
0 -7 3 51l Ce
0 38 08 -1 ||| |ag
0 31 31-95|[k|*|02
0 -55 -35 15)|x] |4
31 ool Lem
Opemteﬂz-'Ra'E_‘ERz.Rd-'Ra'Ta"Ra
0 -7 3 5 =1 T 6
088 et s B

1

X2 86
0 0 244 103 x3 |7| -6.81
0 0 ”"-234 005 | xd L16.44

Dperatem-oﬂ,.—(-%% Rs

0 -7 3 5 o
0 3 08 4 BT S

x| | 8
0 0 244 193 % l= _&31
BB oeny LxJ L ogg
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perfoﬂ"‘"’g back substitution,
N o3 =990
‘= 099 = 1
2.44%3 + 10.31x4 = -6.81
2_4.4;3 =-681- 1031 =1."

ofy

2 0= -7.01 =7

T 3gx+ 08x-x%=8.6
F; 38x:+08(-7)+1=86

yr=347 = 3.5
10x1 - Txz+ 3X3+ 5% = 6

o 10x1-7(35)+3(-7) +5(1) =6
x =465

4. Determine the highest even value and its corresponding elgen vector
* for the following matrix using power method.

1 3 -
A=| 3 2 4
-1 4 10
Solution:

1
Letthe vector be [1]
1

Then, the iterations are carried out as,

1 3 -171 3
A= 3 2 4 1|=| 9
-1 4 10 JL1 13

The highest value in AXo is 13 so dividing each element by 13.

[2013/Spring]

0.2307
AXo=13| 0.6923
1
i ro. 0.1042
1 -1 ro:23077 [ 13076 b
A=l 3 ; 4 || 0.6923 |=| 60767 |=125385| 0.4864
B R 1 T | R 12,5385 1
[ _17ro.10427 [ 05634 0.0475
A= ; : 41 0.4364]{'5.2354 =11.8414 | 0.4463
P e | Y | § . 118414 1
" r1 3 -17[004757 [ 03864 - [0.0329
Me| 3 2 4 | 04463 |=| 5:0351)1=117377 04289
Lo 4 10 9 .4 L17377 1
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| ro0s29] [031967] 0oz,
1 & T 04239 = 49565 |=11.6827 U.‘242
T 11: 1 11.6827 1
-1 _; ro0z7a] [ 02999 0.025¢
L3 70 |l oazaz =] 49303 |=11.6695) 04224
=l 3 A 11,6695 1
2 i 211.6695 = 12.
ired eigen value 11
Hence, the requ 002567
And, required eigen vector=[u'4fzd’ ) B
e M gy 1 -

NOTE:

Procedure to solve in Pmmmmn:’::;;;(ut:l;:cssins 6

Step 1: Press MODE then select B S oot

Btep 2 Select MatA by pressing | and select 3 * 5 By P :

Btep 3: Initialize the given matrix from the qucam?n, 3

Step 4: Press SHIFT then 4{MATRIX) and select Dim by pressing 1,

Step 5: Select MatB by pressing 2 and select 3 x 1 by pressing 3.

Step 6: Initialize the initial vector value and press AC.

Btep 7: Press SHIFT then 4{MATRIX) and select MatA by pressing 3 and
then press Multiply ().

Btep 8: Press SHIFT then 4(MATRIX) and select MatB by pressing 4 and
then press = Z

Step 9: Now find the largest value in matrix and then press Divide () and
enter the largest value and then press =

Step 10: Now for next iteration press AC

Step 11: Press SHIFT then 4(MATRIX) and select MatA by pressing 3 then
Multiply(*). ’

Step 12: Press SHIFT then 4[MATRIX) and select MatAns by pressing b

. and then press = !
Step 13: Go to step 9.

5. Using Factorization method, solve the following system of lineef
equations:
x+2y +7z=4
2 +3y+z=5
+dysz=7

Solulion: (201 a.'splm}

~ In matrix form

: { 2 2 77x7 4
31 ] 2
bl 1 :”:3;] [g:’ l.e.,ftu( =R

In famrizatlon-mEthud. \-\;'e represent A’y
2 i

3 2.7
[ 273 1 | I':l" IIJ g U uiz wys
L3 4 3 {1) 0 uz Uza

b s 0 R
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g for unknown values

golvin
u kS s P27
haun uialzy + Uz Baues + ugs a2 % 1
loun Bzt lauz e lsugs+ Baugs + vy 3 4 1
an=3 wz=2 Wia=7
2 % 0,667 = =
pes=0667 | ° +un=3 0667 x7 +uz=1,
o =3 & U2z = 1.666 slzz = -3,669
3.4 Ix2+52(1.666) =4 | 1x7+12(-3.669)+un=1
In=3 wlp=12 “ U3 =-~1597 '
Now, substituting obtained coefficients, we have overall system of
LUX=B
1 0 073 2 7 x| [4
0667 1 0| 0 1666 -3.669 ]l:y} = [S:I
1 1.2 .32 0 1] =1.597 Jlz 7
LetUX = V then
V=B
1 0 0w 47
0.667 1 .0 ||v|=|5
1 12 1 .1lvs 7
Using forward substitution
A vi=4
o, 0.667vi+vz=5
v2=2332
o, 1wvi+12va+vi=7
vi=0201

Using the obtained values at UX =V

3 - B 7 X 4
0 1666 -3.669 ||y|=[23 32
0 0 '-1.597 dlz 0,201

Using backward substitution

. _b20m
e 1597 = -0.125

1,666y - 3,662 = 2.332
y=1174
3x+2y472=4
X=0,842 “
Solve the following system ©f |_qunu0n|- t:v“ ;mmg ‘“g.a:w
Ellmination Mothod (GEM) with partial piveting
determipe the determinant value: ;

LR
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+2y+3z=
A :iyzfz-ﬂ ! l_‘an;“q
Solution: !
By partial pivoting technique, the
4x+2y+32=4
2x+2y+2=6
x-y+z=0
The augmented matrix can be written as
r4« 2 3 @ :}
:B] = 1.
Wl _i -21 1 : 0
Operate Ry = R1 - 3Rs, Rz = Ra - 2R3
[1° 5 L 4:|
=0 4 -1 : 6
L1 -1 1 : 0
Operate Rs — R3 - Ru
[1 5 ]

system of linear equation can bea"“nm,\

"
=
-
|
-
o
{ S

Operate Rz -+ %i

I N 0 : 4
=0 1 -14 . 312}

L0 -6 1 i -4
Operate Ry = R + 6Rz
1 5 0 L 4
T:B=[ 0 1 -1/4 . 3
: Lo 0 12 .5
Performing back substitution, '
1:
—3z=5
z=-10
13
Then._y §2°3 \
10 3
o o
Y=l

and, - X+5y+0=4
o X+5(-1)=4
a0 x=9
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plso, determinant value

4 2 3
2 21 1
1 -1 1

SR K I RS
=4{241)-2(2-1)+3(-2-2)
=2 T '

7. Find the largest eigen value and the corresponding eigen vector
correct upto 3 decimal places using power method for the matrix

2 -1 0
A '['o‘ 31 -; ] [2014/Fall, 2017/Fall, 2019/Spring]
Solution:

1
Letinitial eigen vector be | 1

1

Then the iterations are carried out as

PR

wl3 3 A
wf3 3 AR

rz <1- 07 u?s] [25] 'nmz
=f-1 2 -1 35 (=35
e L ol 4 2 Jlorsd L28 Lo. mz
o umz [ 24284 umaa
gl 1 2 =} [ ] -34204 [=3. .‘zaq
' Lo -1 2 Jlo7142 [ 24264 u?m
r oaa r 24166
% -21 -‘?1 e =| -3.4166 = 14166
o Bl I | omaa [ 24166 : umra
B 1 0o ms r 24146 0.707
: -2 = -3.4146 |= 3.4146 n.;:rr
. ‘ —u] -l g um? 221.::“ g 0.707
[ A ”:” -.uu]‘am[ -1 ]
s -ul 2| z1 o707) L2 0.707
; : i
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Hence the requiired eigen value i 3.414 correct upto 3 decimal places,

0.707
And required eigen vector ’I: =

0.707
8. Solve the following system of by using Gauss Seldal method,
10x=-5y-2z=3
x+B6y-10z=-3 .
y 4!—:D[+3?.=-3 [zmw“]
Solution:
10x-5y-2z=3
X+6y-10z=-3
4x-10y +3z=-3 '

Arranging the equations such that magnitude of all the diagonal element js
greater than the sum of magnitude of other two elements in the row.

10x-5y-2z=3
4x-10y+3z=-3
X+6y-10z=-3

Now, forming the equations as,
x=.3+-!‘)1gu+2z
_3-32-4x 3+3z+4x
Y0 S a0
51_3-—:(;6I=3+§56I

Letintial guess be 0 for x, y and z.

Solving the iterations in tabular form, ’
Ees %

g ——
el B ey K b e
% Yoo w0
- . —l : -
: IREE N .
] L g . 042 0.582
o rre—e—l -, Aalbie -]
z 0.6264 . 0.7251 0.7977
B Dl e B T
: 0.8220 0.8681 0.9030
! 0.9146 0.9367 09534
= S T oe——— . . 08534
: 2‘9590 09696 0.9776
. 0-9803 . 09854 [ oomez
2 9905 09929 [ ovowr |
; P = e TRy L) f (B A
: _.U 9953 0.9965 09974
- 09977 0.9983 0.9987
10 09988 0,9997 . 0.9993
; T 0bsee——f— 09993
0.9994 09995 0.9996
i R
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ence the appm"i“‘md "31'495 ofxy, and 250 999 =1

to hehte in progrmnmahle cm.uam-
B‘y.c-ﬁ: A AP
onawinglncalculatur Rt :
a+§3+2 ‘Ba ;&;4 C !+5 .

i :pmu cau: and enter the initial value m‘ B lmr] c md mntlm:g
ssing = only for the required no. of iterations, ot

o Use Gausa Elimination Methad to solve the equation. Use purﬂal
pl g method where 1
4 + 5x2 — Bxy = 28

2% - Txy = 29
5% — Bxz = -64 [2014/Spring]

I

Solution:
Writing the given system of equation in matrix form,

[4 5 -67[x 28
2 0 -7 ||lx|=| 29
L-5 -8 0 Jlxs] L-64
Operate Rz — Rz—&) Ri andRs-‘Ra‘-'{%lﬂi

[ 4 5 -6 X1 28
0 -25 -4 || x2|=| 15
L0 =175 -75 llxs -29,

Operate Ry — Ry - ”:sskz ' 2

[4 5§ -6 [%: 28
0 -25 -4 |[x|=| 15
L0 0 -47 dlxs] L-395

Now, performing back substitution
~4.7%3=-39.5

P =404
~25K2- 4x3=15

% -25x; - 4(8.404) = 15

F m=-19446

4%+ 5x2 - 6x3 = 28

% 4% 45(-19,446) - 6(8.404) = =20
" n=43913 2
"% Find the fargest sigen value % and the corresponding elgen vector
of the matrix
[; : g-] ' [2014/Spring]
‘ = n g o ‘1
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‘Solutlon:

At
* Let initial elgen vector be :

Then the iterations are carried out as

DT
|

Again,

1
s {0 O 1 1 :[ { 3
=2 1 0 1 (=] 3 |=3] 1
i [0 0 -1 ]{-0.333 0.333 0111
1 2. 10 M 1 J [ 3 } 1
=2 1 0 1 (=] 3 |=3] 1
- [0 0 -1Jloan -0.111 -0.037
1 2 0 1 3 1
A=l 2 1 0 1 |=| 3 |=3] 1
0 0 -1JL-0037] Loo37) 0,012
1 2 0 1 2 1
As=(2 1 0 1 [z 3 |=3] 1
0 0 -1llooi2) L-0012. -0.004

1
Hence the largest eigen value & is 3 and largest eigen vector ls[l}
! 0

1. Solve the following by Gauss-Siedal Method
b+3c+2d=19

3b+2c+2d=20
a+db+2d=17
o 2a42bicadag (2014/8pring]
Solution: : "
Here, the provided system js not diagonally domj as the magnitt de of

elements in the row.

all the diagonal element is ot greater than the sym ofrmagnitude of othe,
le, |coefficient of a| » [sum coeff .

cient of b, cand d.

24 b= de
c=3 7 iig s
12 Solve the foifowing sét of . _
9 set of equatjgn us method:
3 +2y 42219 Ing LU factorization
X+8y 422214
X+2y 432214
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ting the equation In matrix from AX = B

[+ ]

Here, we represent Aas

10 0w we gy 3 2 1
lan 1 0 0 Uz un =] 2 3 4
I 2 1 0 0 oy 12 3/

solving for unknown values,

m Uiz Ui 3 2 1
laun Urzlzy + Uz biuga+ uz =2 3 2
Inu e+ lane, B boug + s f R
el uz=2 =1 )
2. 0667 "Wzl + Uz =3 0.667%1+uz=2
- AUz = 1666 suz=1.333
’!l;%= 0333 0.333%2+15(1.666) = 2 0.333%140.8%1.333+um =1
nl2=08 Aum=16
Substituting the values, - -
1 0 0173 2 1 [x] r10
0.667 1 0 0 1666 1333 ||y|=|14
0333 08 1JLo0 0 16 Jlzl L4
L i = X B
LetliX =R !
= W=V
0, I.V: B

1 0 07[w] [10
0667 1 0 | va|=[14
0333, 08 1 Jlval L14

Now, performing forward substitution,
&

vi=10

B 0667vi+vi=14

f o owm=7g3

? 0:333vy + 0.8v; + vs = 14
V=480

M-""*Vhsmmn
3 2 1 X 10
[0 1666 1.333][?]-[7'“]
0 o 16 Jlz) Le80
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Peﬁomﬂmbmﬂw’
4.8
zsﬁ:a
I35 1_(,55,-1.333#7-33
S y=199=2
=  3x+2y+z=10
x=-3£—2=§.02~1
Hence, x=1;
y=2;
and, z=3.

13.  Use Gauss-Seidal iterative method to solve given equations.
40x - 20y - 10z = 390
10x - 60y + 20z = -280
10x - 30y + 120z = -860 L
Solution:
Here the equations have the dominance of diagonal element so forming the
equations as
390+ 20y + 10z
E® 40
_=280-10x-20z
;o =60
-860 - 10x - 30y
ol 120
Let the initial guess be 0 for x, y and z.
Now, solving the iteration in tabular form

-J'e-_ulm-hwmn—

Here, the valyes of %, y and
5o the approximate values
ST B ]

ofx=9202,y =

3282 and z = -8.754
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" =

w,mﬁlmmahlemhutam
#x,B=y,C=z
¢ following in calculator

/390+20B+10C . 280+ 104 + 200
40 B 0 :C

i "CALC and enter the initia
E_ ag = only for the required o, of it : : _
14, Find the eigen viaue and corresponding eigen vector of given matrik

5§ 0 1
0 -2 0
1 0 5

[2015/Fall)
1
Let the initial vector be | 1
1
Then the iterations are carried out as
s 0 17r 6 ra
A=) 0 -2 0 ||1]=]-2 .—rr—ﬂ..l.'t]:[
1 o silidlel L 1
Again,
5 0 17 T 6T 17
M=lo -2 o _MHJ: 0.666 | = 6] 0.111
1 0 5JL 1 L 6 J 1
R O 6 1 [ 1
Aa=| 0 -2 0 ||0.411 |=]-0222 |=¢6| -0.037
1 0 sJL 6 J L 1
s 0 19T 1 S N I i
‘AXa={ 0 -2 0 ||-0.037|=| 0074 |=6| 0012
1 0 sJL 1 L 6 1 L 1
; 5 0 17 1 6 1
A=l 0 -2 0 ||0012|=|-0.024 =6[-0.004
1 0 s51L 1 6 L1
5 o 177 .1 [ 6 ] 1
ma[u 2 0 —0‘004]; 0.008 |=6| 0.001
B I 0 sdk1 S g Y | 7
€nce the required eigen value = 6.,
1
tadhe Tequired eigen vector is[ﬂ

15, 5= o ng eigen vector of the
Find the largest eigen value and W"mll i .
Ing square matrix using power g 7

3 1 a4
e - |
4 3 5
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Solution:
1
Let the Initial vector be }
Then the iterations are carried out as
r3 1 47[1][8 0.667
M=l 1 2 3 |[1]|=] 6 [=12] 05
; L4 3 5101 12 1
Again,
3 1 47[06677 [6.501] [0.7097
A=l 1 2 3 s |= ‘4,667 =9,168| 0.509
L4 3 SJL 1 J L9.168] Py T
3 1 47707097 [6.6367 [0.7087
A=l 1 2 3 0.509 |=| 4727 | = 9.363| 0.504
4 3 5L 1 J L9363 L1 ]
(3 1 47107087 [6.628] [0.7097
ANa=| 1 2' 3 0.504 |=| 4716 |=9,344| 0.504
L4 3 510 1 J L9344l ol S
[3 1 4707097 [6.631 [0.7097
A=l 1 2 3 0.504 |=| 4717 |=9.348 0.504
L4 3 S5JL 1 J L9348 L 1 1
(3 1 47707097 [6.6317 [0.7097
AXs=| 1 2 3 ||0504|=| 4717 |=9348| 0.504
L4 3 510 1 ] o348 L 1,

Hence the required eigen value = 9,348,
0.709
And the required eigen vector is| 0.504
L1

16.  Solve the following system of equation by the process of Gaisé
elimination. (Use partial plvoting it Muu:ryy)
Ix+2y+z=10
2x+3y+22=14

X+2y+32s14 : f2015/5pinsl

Writing given equations in matrix lnrrnl

(i 3 M

Operate Ry = Ko~ Ry and Ry =+ Ry -3,

32 11T 10
[n 91 4 ][y].[zm]
0 413 83l L33
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Solution of Linea

T
4
g,-tR;-ER‘l
3 2 1 7x 10
0 5/3 .43 ||y|=|22/3
o 0 8/51Lz] L24/5
M’Pﬂform_lngbadmardsuhsﬁnrﬁm
g _24
ofs g’zﬂs
.g=3
“os 4 2
w 3Y*3E" 3
& =2
o, x+2y+z=10
I_10-21-3
= 3
nox=1
47, Use Gauss Seidal iteration method to solve
) 2x4y+z=5
x+5y+2z=15
x+y+dz=8
Solution:
Here the equations are in diagonally dominant form,
Forming the equations as
S5-y-z
x="y
15-3x- 2z
y‘ 5
‘“._IB'Z:'

Let initial guess be 0 for x, y and 2.
Solving the iterations in tabular form.

Equations 207

[2015/Spring]

gj'"z- Ay .
Gl}esg 0 0
1 25 15 10.375
" 0.741
2 1912 ;
. S 1.562 0.931
3 1.999 :
1173 - 0.976
4 2.008 L
WEE AR 1o 12— e
5 | 1008 T~ 09993
6 : 2.0017
[— 1.0005 EN ey 1.0003
7 0999 2.0008 : ;
— ] 0.999 - _______—-Ea—'-‘_' ) 1.0003
L8 | 0.999 | . 20008 L
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Hence the requlred valued of % y 3ﬁd zare 1,2 and 1 respectively,
E =TT —

lator
Pmcedm'é to lwlu !n pmsﬂm‘"’“’le c@ ety

l.at A-x. -y.c-l

owing In calculator
Sotthefotl_ rg\ o 3 Ly aaAh EA s

tar the initial value a!‘ B and C and
of iterations. ! ¥

Nuwpfeaa c.v\wanden

pressing = only for the required no.

18.  Solve the f i of eq
method with partlsl plvatlng technique.

x+y+z+wW=2
x+y+3z-2w=-6
21+3y—2+2wa9
X+2y+z-w==2

Solution: . :

Writing the system of equations in matrix form,
"3 1 a4 A 2
113 -2||y[|-6
2 3 -1 2 2| |7
T f2 ik =Lllw -2

" Interchanging R1 and Rs but not variable x and z as partial pivoting

2 3 -1 2 X 7
$ R R y|_|-6
p P S | 1 z |7 2
p S L SO | W 3

f

1
0""‘“‘*“"”‘"E"h“!—f&—%m,mqR,-%R,
2 .3 S X f > 7

0. -85 35 =8 ||'y| [<eg
0 -05 15 0 z |5 c1s
0 05 15 -2]|lw] |[-55

Operate R3 = R - Rz, Ri = Re + Rs

2= 3 A 2rE] 7
0. 05 35 -3 y 95
O- 0 -2 3 z = 8

0 0 5 -5lw] 15

Interchanging Rs and Ry but not the variable z and w as partial pivoting.

2 3 “1 2 910 i
0 -05 35 .3 3 -9?5
g 0 | S 2= __1'5

1] =2 3 J Lw. B J

by using Gauss Bllrnln i y

m'&f“]
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Solution of Litian=

{=2)
thl"R"_ 5 Rs
z 3 alir 2 X 7
0 05 35 -3lly| |95
0o 0 i =5 [z |%| -15
0 0 1 W, 2
i rforming backward substitution
ofe 1\'\':2
5 w‘z
w, Seeow=sis
g z:-l
i -0.5y+3.5y2-3w=-95
o y=0 ¥
o, 2x+3y-z+2w=7
& x=1
19.  Solve the following system of tions by using Crout's algorithm.
2% -3y +10z=3
-X +4y + 2z =20
Sx+2y+z=-12 [2016/Fall]
Solution:

Writing the system of equations in matrix form,

2 -3 107[x] [ 3
-1 4 2 ||y|<] 20
Ls 2 1 Jlz] L2

A - X B

Now, using Crout's algorithm, we represent A as

fhi 0 0 1 uz us 2 -3 10
by 2 0O ][ 0 1 u13:|=[ -1 4 2 ]

Lln k2 MlaldlO O 1 5 2 1

3

4

2

N TP Tz 2 10
lxn huzn+ia s+ lauz =] -1 ?
Lln B+l s baust I 5 .
Solving for unknown values,

=5 b1“12+f32=2 2 .

haurs =10

=2 huz=-3
Atz = _1_5 o Ul; =5 &
—— e ) - T
= = | Iaurz fla=4 Lz + bzt 2

~ua=28
s + ftizs + =1
2l =-506

& l2=25"

& I;z = 9.5 .
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W
ting obtained coefficientsas LUX=B

Now, substitu : p y -15 S5 |[x 3
AN [g 1 28 (|v]|= qu
A8 et ol o & ALRLR

5 95 :
LetUX=V,soLV= B then, i .
FEAE e 2 A
va |=| 20
o<l EE D 0 =
5 95 -50.6 JLV3
Using forward substitution,
s w=15 v
or -lm+25vi= 20
v2=8.6
or, Svi+ 9.5va- 50.6v3 = -12
& va=2 .
Then, UX=V
1 -15 5 X 1.5
0 1 28 ||y|=]| 86
0 0 1 z 2
performing backward substitution,
o z=2
or, y+28z= 8.6
y=3
or, x-15y+5z=15
x=-4
20.  Find the largest eigen value and corresponding eigen vector of give:
matrix using power method. e
4 6 0 i
2 0 3 ] © [2016F]
2 0 3
Solution:

3 1
- Let the initial vector be [1]
' i 1.

Then performing the iterations as follows,

e Fg OHIJ [10 1
Xo=| 0 3||1(=| 8 |=10|08
L2 ATl 5] 0.5

Again,

T4 6 07717 88 £
g ; : 1
ﬁxl.-[ g g 3 ] [o,a:! =[5.5} =8.8| 0.625.
31los] [35 0.397.

A
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i .--“ .., !
- :
- ) §

4 6 0 [7.75 7
5 3 || 0625 (<43 e
A= 0 =| 4.316 |= 7,
L2 0 3 JLodsp] L, 7775|0586
38 | 0556 || 1336] Tods
9 1556 [=| 4.013 |= ;
M2 o 3)loann™[3535)773% e
3 8 o8z || 1282] Gk
N L =| 4,055 =7,
Lz 0 3 Jloaso] 33p9)7"2%% 3556
460 0 ] 7336 P 4
e .356 |=| 4,145 =7. .
L2 0 31loass] 3¢z 336 3,?;‘3
460 ‘051 7 73907 M1
AXe = 565 |=| 4.199 =7.390| 0.5
L2 0 3)losss] [3374) Lgase
; g g]' 1 7 [7.4087 17
2 0.568 [=| 4208 |=7.408] 0
L2 0 3)loass] Lazes) "% 05es ]
[4 6 07 1 7 [74087 [ 1.7
As=| 0 5 3 || 0568 |=| 4202 |=7.408| 0567
‘Lz 0 3J1lo454] [3362] L0.453 |

1
Hence the required eigen vector is |i|156?}
; 0.453

And the required eigen value 7.408,
2. Using Gauss Seidal method solve the following sysfem of liner
equations.
10%¢ + 6xz — 5x3 = 27
3%y + Bxz + 10%3 = 27
. Axy + 10x + 3x3 = 27 \ 1 [2016/Spring]
Solution:
Arranging the system of liner equations in-diagonally dominant forms,
10x; + 6%z - 5x3 =27
. 4x1+ 10x2 +.3%3 = 27
3x1 + Bxz + 10%: = 27
forming the equations as,
27 - 6x32 + 5%3
3 10
‘27 = 4x1 - 3xs
oSBT

x‘_zv—'sm-ax; _
WEEET)
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Letl the Initial guess be 0 for Xt xzand %3
Solving the jterations |n tabular forrn. :
T g
E"Enh L 3 -
Guess o = %
; 2,025 1.711 0723
3 2.034 1.669 : 0.754
4 2.075 1.643 0763
=% | 209 1633 - e
6 2102 1.629 0766
7 2.105 1628 __03_66____“
8 2.106 1.627 0766
9 2106 ______I_EE?__——— __(’EE'_____‘
w2 and xs are 2,106, 1.627 and 0.7g;

‘Hence the required valued of X
respectively which are correctupto 3 decimal places.

m:

pmgrammable c_alculfalo_r

¥ g7 4hisc . . 27-3A-88
i e T o e e

1 for the required no, of iterations. -

ic and enter the iﬁ{t'ila]"\.aélh'e_df B and C

-pressing =0
22, Find the largest eigen value and corresponding eigen vector of the
matrix
1 3 - )
91 : 1‘:] [2016/Spring, 2018/Spring]
Solution: :

1
Let the initial vector be [1:|
1

Then performing the iterations as
1 3 47 3 0.230
m=[ By R }[1]:{9 =13| 0.692
-1 4 10d[1 13 1

Again,

1 -17[0.2307 [ 1.306 © ro.o4

Mh-l: _3'1 4 ] [_D.EQZ:I={ 6074 |= 12;538[0.434] :
10 1 12,538 1

-k W
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W
L

ri

=
A
L

w3

£

3 2
m’- 4
r1 3

3 2
il

10

- L

10 J

r1i 31_1"

4
10 J
-1-
4

=L
| S——

10 J

[0.0327]
0428
L 1

[0.027
0.423
L1

[0.0257
0.422

L 1

Wmenqulfﬂi eigen valug 11.663,

dtherequired eigen vector is [0.42 1

0.024

1

=1183 [um]

5.03 0.03;
11.733] L7 [0-412&
g 0.027
= 4952 |,

1168] 1168 [0'4123]

i ] 0.025

4927 |2 11.668] o
11665 663[""122]
0291

0.024
4919 |21y
11.663] ? 0.4121

!

=

]

' mmlnnmofﬂnmuﬂxbyummnm"

it

[2017/Fan)

0 o
1 0
0 1

2
0 ‘]
0 2
ebon:
Teaugmented matrix can be written as
[1 -1 2 1
Wi={3 o 1 0
L1 0 2 0
ettt Re= Ry = 3Ry and Ry = Ry - Ry
[1 -1 2 1
Wi=lo 3 5 -3
Ld 4. 9 -1
MteR, R - 3p,
[1 ~1 2 1
A=) 0 4 -5 -1
L0 1 ¢ -1
h“'ﬂm&_m
SN T 1
[-i:l]‘ 0 1 -5 1
5 0
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g
Operate Ry =5 Ra i ey g
R e S Tl -z]
e [l S S B T
Atlla] b o g 1 10 0.
: s )
Uper‘.‘lte]h-—illz*f_!‘1 iripid g ‘1'-' ]
-1
1A=Il=[g Lo w2 s
Operate Rt = Ri.+ Rz
' T o 01 g :]
P’“'J{S bd 0 -02 06 :
Operate Ri=* Ri-2Rs- '
i 1 0 0 0 04 '-02
Sfj= 1.0 10 1
[M]_[g 0 1 0 -0z 06
Now, inverse of matrix,
(:0=0:A
(A=A

j 0 04 -02
Hence, A™ =[ 0 i :|
1 -02:. 06
24.  Solve the following set of equation using LU factorization method.
. Bx— 2y+z=4
T Tx+y-5z=8
In+Ty+4z=10

, [2017/sprind

Solution:,
Writing the system of équations in matrix form.

[5, -2 17x 4
7.1 5 |ly]=| 8.
L3 7 4 Z 10
In LU factorization method, we fé]iresent Aas

[ fl TR o owe w5 -2 1
2 1 0 0 uz uy |=| 7 1 -5
0 ) T | 0 0 s o I

gy U1z

Uz
.-;nuu laui # vz . taus +upy =
L mun g + faug, Tt + fsquazs + U3
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olving for unknown values,

s Ui =2 ug=q |
',;;,T;}‘__ lauiz + ug'= 1 T —

A= ld hUz=3.8 Alsgmagh
Jpunt = 3 himz + hauze = 7 I31013 + l3u25 4 Usa=4
sla=06 [ rha=215 “m=17.16

ow, substituting obtained coefficient and we haye overall system of

1 0 0°r's -2 1
[ 14 1 0 } [ 0 38 .64 ; " ;
06 215 1 0 0 1716
L u

2 10
X B
Let, wx=B
UxX=Vv, :
LV = B, then, ’

1 0 0w 4
4 1 0w =[ 8
06 215 1]lws 10

Now, performing forward substitution,

n=4
o, lévi+v:=8
2 ‘wviz=24
o, 0.6vi+215vi+va=10
vi=2.44
Now,
UX=v . .
[ 5 -2 E ]Iixil |i 4
0 38 -64 |y|=| 24 ]
0 0 17.16 JLz 244
Performing backward substitution,
o, 17.16z=244
& 2=0,142
o, 38y-64z=24
" y=0870
or, Sx-2y+z=4
Foxs E"‘?—a =1,119 ,
. Solve the equation by Gauss-Jacobl method. '
20x 4y ~22=17
3x+20y ~z=-18 [2017/Spring)
2x=3y+202=26
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- Solution:

Given that;
20x+y=-22=17
3x+20y-2=-18
2x-3y+202=25

The given equations are In diagonally dominant form.
Now, forming the equations as, :
1
""'ﬁ[l'»"')” 2]

¥=35 [-18 +2-3%]

z=ﬁ[25 + 3y -2x] .

Let xp=0,yo=0andz= 0 beinitial guesses.
And snl\rlng the iterations in tabular form

{17 -y + 22|y 26 [—1a+ 2-34 | 235

o 0
1 0.85 -0.9
2 1.02 -0.965 1.03
3 . 100125 -1.0015 1.00325
4 < L0004 -1.000025 0.99965
5 0.99996 -1.00007 ) 0.99995

Hence the required values of x, y an‘d zare 1,-1 and 1 respectively.’

""ﬂrﬂ:msaln
ook ) .Imasuimwm “l‘\mhl.‘
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26. Dehgnﬂna the largest eigen value and the corresponding eigen
uu:_iof of the matrix using power method.

15

A=| -10

Solution:

-20

Let the initial vector be [

]

-4 -3
12 \-6
-2

4

[2017/Spring, 2018/Fall]

Now using power method, the iterations are carried out as

[ 15
-10
L -20

AXo =

-4
12
4

=37
-6
-2 |

B

-0.444
0.222

1

[ NOTE: Here |-18] > 8and 4|

Again,
[ 15
-10
L -20
15
-10
L -20
15
-10
-20
15
-10
L -20
[ 15
-10

AXi =

AXzy=

AXz=

AXs =

A¥s =

[ 15
-10
L -20
) [ 15
-10
L -20
[ 15
-10
L -20

Hence the dominant eigen value is 20 an

L -20,

-4
12
4
-4
12
4
-4
12
4
-4
12
4

-4
12
4
—4
12
4
5
12

4

-4
12
4

-3
-6
-2
-3 7
-6
=2
=37
-6
-2
=37
-6
-2 J
=37
-6
-2 ]

[-0.4447 [-10.548 1
0222 |=| 1104 |=-10.548|-0.105
L. ‘1 7.768
[ 1 ] [-0.9307
-0.105 |=-18.948| 0.361
L-0.736] L 1 J
-0.9307 1
0.361 |=-18.394| -0.415
1] L-0.981.
1 7] [-0.9957
-0.415 (= -19.698| 0.462
-0.961 L 1 J
[-0.9957 1 7
0.462 |=-19.773| -0.480
L1 L-0.999_
= r-0.997
-D.480 |=-19.922| 0.490
JL-0999] TR
09977 T
0490 |=-19.956| -0.495
By L-0.999 ]
1 1
0.495 |=19.956 | 0495 |~
JLos9a -0.999
[
d eigen vector is Uis-

-0.736

-1
20{ 05
1

]
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27. Find the inverse of matrix using Gauss Jordan method
1 1 3
A=| 3 3 ﬂl'] [201
[-z 2 4 , WFan
Solution: .
The augmented matrix can be written as,
r{ 1 3 : 1 00
A:l]=| 3 3 3 : 0 1 0
; [3:0 L2 4 4 : 0 0 1
OpmteRx-'Rz'-BRnndRz-ORHZRh
; r{ 1 3 : 1 00
[A:n)={ 0 0 -12 : -3 1 0
L0 -2 2 2 0 1
Interchanging Rz and Ry,
[ 1 1 3 1 0o 07
[A:=f0 2 2 : 2 0 1 |
Lo 0 -12 : -3 1 01l

R R
Operate Rz = TZ‘ and Ry — =5

-2
1 1 3 1 n 0
[A:g={ 0 1 -1 =] 0 -05
Lo o 1 025 -0083 0
Operate R2= Rz + R,

; B N 1 0 0
[A:)={ 0 1 O : -075 -0.083 -05
LO 0 1 : 025 -0.083 0
Operate Ry = Ri - Rz,
. [1 0 3 : 175 0083 05
[A:)= 0 1 0 : -p75 -0083 -05
LO- 0 1 : 025 -pos3 0
Operate Ri— Ry - 3R,
: F1 0 0 1 0332 05
[A:1) = 0 1 0 : -0075 -0083 -0.5
L 9 0.1 %  n25. -ooE3 0
For inverse of matrix,
[A:)=11: A)
[A=4"Y

Hence,

2 -1 - 0332 5
v Al [ =075 -pog3 _gs
v oL025 9083 g
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28.  Solve the following sy of
' By =2x3+x3=4
~2Xy 4+ TXa + 243 =5
Xy 4 223 = 5x3 = =1
Using Gauss factorization method.
Solution:
Writing the given system of equation in matrix from AX = B

[+ 7 sIEME]

In Gauss factorization method, we decom-puse matrix A in the following
form,

1 0 0 Uiz Wiz Wi 6 -2 1
hi 1 0 0 um up |=| -2 7 2
o I 1 (i} 0 Uas 1 2 =5

q

[2018/Fall]

Here, A=LU
Solving for unknown values,
un=6 Uiz ==2 =1
I =-2 w2l +un =7 s+ un=2
& l1=70333 & Uz = 6.334 soup = 2,333
B =1 Tagunz + lazuaz = 2 lius + lnuza+ w3 = -5
aln=0.167 & hz=0.368 & un=-6.025

Now, substituting obtained coefficients, we have overall system as,

1 0. 0][6 -2 1 x] 4
[: -0.333 1 0 ] [ 0 6334 2333 ] [n]:[ 5 i|
0167 0368 1llo 0 -6025 flxl L1
el L u X B
Let UX=V, |
50, - LV=Bthen
1 0 0] [wm 4
[-0.333 1 0:”:\?! '-—{Si[
0.167 0368 1 Vi -1
Using forward substitution
LI - R
o, -0.333vi+v2=5
Y vi=6332 ‘
O - 0.167vi#0.36Bv2+v3=-1
o vi=-3,998
Now,
; UX=Vv
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: 4
¥ X1
¢ o -| 6332
334 2333 il [u] . ['
[g o ugbesdlnl LR9BL.

Using backward substitution
or, =-6025x3= -3.998
-‘- xa=0.663 i
or, 633x+2.3330= 6332
’ x2=0.755
or, 6xi-2x+xs=4
i x1=0.807 & ;
29,  Solve the following system of equations using factorization method
2x+3y+z=9 !
X+2y+32=6
x+y+2z=8 [2018/Spring)
Solution:

Writing the system of equations in matrix form,

(54 ]

M

" Now, substituting obtained coefficient, we have

In factorization method, we decompose matrix in the following form A= LU

1 0 0 un w2 ua Z -3 A
i 1 0 0 w2z wua|={1 2 3
I ke 1 0 0 ’ 3

Uz 1 LR 4
Solving for unknown values

un=2 Wz=3 ma=1

hun=1 Iaun +uzz =2 Inmz+uz=3
sln=05 sun=05 ~uzz=2.5

B =3 iz + fauzz = 1 By + Bauzs + uas =5
al=15 ahz=-7 Auz=21

. overall system of LUX=Bas
1 0032 3 1977 9
(11.5; 1? tln g 05 25 ] l:y]z[a:l
UK=YV z 8
Then, LV=B

R

Now, performing forward substitution,
ho, V1=9 ;
-+

05vi+vy=6
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=15
15nm=-Tva+va=8
& V!=s
.Thel'h =V

2 1 1 X 9
[ 0 05 25 ||y =|:1.5
o 0 21ldlz] Ls

Now, performing backward substitution

-

on, 122=5
. z=0238
or, 0Sy+25z=15
:  y=181
or, 2x+3y+1z=9
& x=1.66
3. Find Inverse of the matrix, using Gauss Jordan method
1 1 3
'\=[_‘2 i j] [2019/Fall]
Solution:
The augumerited matrix can be written as
1 1 3 1- 0 .0
[A:fj=| 1 3 -3 : 0 1 n]
-2 '-4 -4 : 0 0 1
Operate Rz = Rz - R1and Rs —+ Ra'+ 2Ry
s U s
A:=|0 2 -6 : -1 1 0
0 -2 2 : 2 .0 1
1 1 3 1 0 0
‘A= 0 1 -3 : -1/2 -1/2 0O
= 0 -2 2 : 2 01
Operate R; -+ Rs + 2R, .
. SN et < B BE L
fA:=| 0 1 -3 : -1/2 12 0
0- 0 =4 : 1 1 1
Operate R, -, B2
T T e 32 £
(Axj={o0 1 -3 : -1/2 1 ;
! 0o 0 1 : -i/4 -1/4 -1/4
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Operate R+ Ri-Ra

[1-0 & = 15 05
=1 1 -3 : -05 +05
gl o0 1 : -025 -025
Operate R; - Ry - 6R3 -
1 0 O 3 1
[A:]=| 0- 1 -3 -0.5 +05
L0 0 "1 =025 -0.25
Operate Rz —+ Rz + 3Rs S
T1 0 o0 : 3 1
[A:lJ=] 0 1 0 -1.25 -0.25
L0 0 1 -0.25 -0.25%
Now, for inversion of matrix
[A:1)=[1:4)
(a=A"
Hence,
3 1 1.5
At=| <125 -025 -0.75
=025 -025 -0.25

]
)
-025
15
A
-0.25

15
-0.75
-0.25

an. Determine the largest eigen value and the corresponding eigen

" wvector of the matrix using power method,

73]

Solution:
1
4 Lettheinltiatvmurbelil}
1
[1 -3 27T 0 0
AXo=| 4 4 -1 1= 7]:14 0.5
L6 3 5 JL1 14 1
Again, E .
[1 3 27To 05
A=l 4 4 -1 (|oS5|=| 1 =65
L6 3 51L1 6.5
I -
AXa=| 4 4 -1
: L6 3 51 1 5915
. 1 -3 27lo0273 2.429
© A=l 4 4 1 |)-0014 || -0.116
6 3 5]l 1 6.482

(20197Fan

)

0.076

0.153

o

100767 [ 1617 0273
0.153 | =| -0.084 | = 5,915 -0.014
1

0.374
:|= 6.482 I:—Um'"
b

Scanned with CamScanner



253
1 -3 27703747 2405
" % 0337
AXe =[ 4 4 1 :l [-ﬂ.ﬂl?] = [0.42‘3] 1931 1,059
: 33 i 1 7.193 e
- 03377 rzieo { 03007
ax:=[4 4 4 ][0.059]:[0.534 st (,.,‘;':
p _ 6 33 5 1 7199 I_ 1 1
1 -3 27103007 12059 3
0.292
ms[‘l 4 -1 ][0081.]: 0524 |-
T Le 3 5 1 7043 7.043 0.9174
.1 -3 2 0.292 207
. 0
AXs :[ 4 4 -1 ] [0074] = {Um]: 6974 Uﬁqﬁg
6 3 5 1 6974 1
1 -3 2770297 [2008 03
AXa=| 4 4 -1 10,066 |-| 0066 |- 6.974| 0.064
6 3 5 1 1 1
Hence the required largest eigen value is 6974 =7
0.3
And corresponding eigen vector Is[n.nsq}
1
32 Use relaxation method to solve the given systems of equations.
20x+y=-22217
mM+20y-2=18
2% =3y +202=25 . [2019/Fall)
Solutlon:

The dlagonal elements of the coefficient matrix dominate the other
coefMicients in the corresponding row.

le, 20[2(1]+|-2|
120] 2{3] + |-1|
12012 12) + |-3]
Now, using relaxation method.
The residuals are given by
Re=17 - 20x-y + 22
Ry=18-3x-20y+z
Re=25-2x+ 3y - 20z
The operation table is

e .’. o]

Now, the relaxation table is shown below.
Taking z = y = 7 = 0 as initial assumption
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17 25

z=1 17+(1x2)=19 18+(1x1)=19 | 25-(20x1)o5 ] =5
Bx=0.5 19-(20x05)=9 [19+(-3x0.5)=17.5 | 5-(5x0.5)<4 |}
Gy=05 | 9+(-1x0.5)=85 [17.5-(20x05)=75| 443(05)=55 |}
5x=05 |B5+(-20x0.5)=-15| 7.5-(3x0.5)=6 5.5~2x15_=_1._5_ —

| 8y=033" -1.83 .06 549 [
§z=0.28 -1.27 -0.32 -011 [
5x = ~0.06 -0.07 -0.14 0010 |
5y = -0.007 -0.063 0.00 -0010 |
5x =-0.003 -0.003 0.009 n.uui:""*
Now, ]

E5x = 0.5+ 0.5 - 0.06 - 0.003 = 0.937
T8y = 0.5+ 0.33 - 0.007 = 0.823
Ioz=1+028=128
Thus, x=0.937,y=0823andz = 1.28
NOTE:
In (if in the table, the largest residual is 25 so to reduce it
{increment in 8 at &z = 1 and the resulting residuals are shown in {fi)
ie., larger residuals are reduced by ing sultaile
:'m‘ e ly the steps are carried out.
iﬁﬁwwthminﬂwhw&yorh.uume L
respectively.

33, Solve the equation by relaxation method
Ox-y+22=9
X+2y-21=15 3
2x-2y-132=-17

Solution: [2020/Fall]

Ix-y+2z=9
X+2y-2z=15
2x-2y-13z=-17
Using relaxation method,
Th!l'esidua]smmnby'
Re=9-9x+y-2z
Ry=15-x-2y+2;
Re=-17-2x42y+13;
The operation table is
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ﬂsmmal guessofx=y=z=0,
pow, the relaxation table is,

i SR Sy
0 9 15 -17
‘____5_1:1_ 7 17 -4
r_fy_:_ﬂ___ 15 1 12
T T [ 3 g
g2=-0.615 -1.77 -2.23 0.005
gy=-1.115 ~2.885 0 -0.225
™ x=-032 -0.005 032 0.415
32=-0031 0.057 0.25 0.012
By=0125 0.182 0 0.262

Now,
Lhx=2-032=1.68
L8y =8-1115+0.125=701
Lz =1-0.615-0.031=0354
Thus,x= 1,68,y = 7.01 and z = 0,354

3. Determine the largest eigen value and the corresponding elgen
vector of the matrix using the power method.

[ 1 4 4 ]
A=| 4 1 8 0/Fall
4a 8 1 e ]
Solution:

1 4 4
A=| 4 1 8
4 8 1

1
Let the initial vector hc[ 1}
1

Then uising power method, performing the iterations as,
ri{ 4 47M 9 0.692
AXe=| 4 1 B 1]:[]3]:13 1
L4 8 1.1L1 13 1

4 7[o.692 8.692 0.738
8 1 |=|11.768 [=11.768| 1
1JL 1 11.768 1.
4707387 [ 8738 0731
8 1 -[11.952 =11952| 1
1 11.952 3

Again,

w

0O e 00 = e

i

.
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1 4 47707317 [8731] [0.732
A¥.=| 4 1 8 1 |=| 11924 |=11924] 1
4 8 11l 1 J L11924] M

1 4 4707327 [ 87327 0.732
A= 4 1 8 1 |=| 11928 |=11928 1
4 8 1JL 1 J L11.928] Lo ¢

; 1 4 47[0732] [8732] [0.732
AXs=| 4 1 8 1 |=| 11928 |=11928] 1
4 8 14l 1 J Lir9zel A i

Hence the required eigen value is 11.928.
0.732
and the eigen vectoris| 1
1

35. Solve the following set of equations by using LU decomposition

method.
A +2y+Tz=32
2x+3y+2=40
~x+dy+z=56 [2020/Fal
Solution:

Writing the system of equations in matrix form AX = B

14 1 1]kl

In LU factorization method, we represent A as !

1 0 0 Uin Wz un 3 2 7
In 1 0 0 uz um =2 '3 1
I e 1 0 0 un 3 4 1 -
. Solving for unknown values
un Uiz Uiz a 2 7
T ualn + un liuis + vz =2 3 1
bun e +louz s+ hauzs + uss 3 4 1
Solving for unknown values,
un=3 uz=2 uz=7 :
Jaunn =2 b +uz=3 bz +un=1
"ol = 0.667 < Uz = 1,666 & Uzz = -3.669
hi;-'u =13 bz + Iauze = 4 Btz + bauzs + uss = 1
ol = ale=12" PR 3
T : ¥ us{x -1.597 ;
1 0 0 3 3 Y +
7 X 32
[ llnis? 11 0 ] { 0 1666  -3669, y =40
2 1llo o -1se7]lz] [se)s
k u X178
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Heré: LUX=B
Let Ux= v
LV = B then,

: 1 0 0w 32
0667 1 0 ||vz|=|40
1 1.2 "1 JLva] Lss

performing forward substitution

s w=32 \

o, 0667 vi+va=40{

. vi=18656

or, WitlZva+vi=56
5 vi=1.612

Now, UX=V

3 2 7 X 32
0 1666 =-3.669 ||y|= |:18.6 56
0 0 =1.597 1Lz 1.612

Again, performing backward substitution
o, -1597z=1612 X

& =-1.009 = -1
or, 1.666y-3.669z=18.656
953

I A ilfﬁ&ﬁ =8975=9
o, 3x+2y+7z=32

x=7.037=7
3. Write short notes on: Relaxation method. [2014/Fall)
Solution; See the topic 4.6.3.

37.  Write short notes on lll conditioned system.
[2014/Spring, 2016/Spring, 2019/Spring]
Solution: See the topic 4.5. £
3.  Write short notes on: Gauss Seidel method of iteration. [2017/Fall]
Solution: See the topic 4.6.2. ; J
_%.  Write a program In any high level language C or C++ to solve a
‘system of linear equation, using gauss elimination method.
2 [2016/Spring]
Solution: See the *Appendix’, program number 11.

40, w Jjve a system of linear equations by Gauss
&T:I:n:tmhs: T [2018/Spring]

Solution: Seg the-*Appendix, program number 16.
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258 A Comp

nunl'rlonnl. oll“'l'll"l SOLUTION

1. Solve the lnI&o‘WIrln system of aquntlon using LU fac:odm Methog
By + 23 4+ Iy = 31
3%y + g+ 23 = 25
Xy + 2%z + 4X3 =25 =

Solution:

Writing the system of equations in matrix form A!()

5 R 3 X1 31
[ 3 3 2 ] [Xz =| 25
1 2 41lxa 25
In LU factorization method, we represent A as
1 0 0 u;n Uiz Ui .
[ a1 0 }[ 0 uz um =
I Iz 1 0 0 um

3
2
4
e
AT un uiz s
fziun szl + uzz lina+ uz

5
3
1

2 3 :’
3 2
Iun Jagnz + hauz faluu + Iy2uza + Uz 2 4
Solving for unknown values,
un=5 usz = 2 wz=3
lz1unn =3 Iz +uzz =3 " b+ uza =2
s la=06 Sun=1.8 Sz =02
Bun=1 | B + hauzz = 2 fatugs + lauzs + us =4
aln=02 & 2 = 0.88 & Um = 3.224

‘Now substituting obtained coefficient and we have overall systemof *

[ 1: 0.0 ]|: ST S X1 31
) 0.6 1 0 0 18 0.2 } [x:] =[25J
02 o088 1 0 0 3.224 X3, 25

) L ' u X B
Here, LUX=B
Let UX=V

50, LV =B then,

10 07Fw] 31
06 1 0||v|=|25 5
02 088 1]l 1

Now, performing forward substitution

vi=31
or, 06vi+v:= 25
i vi=b4

or,  0.2vi+0.88v; + Vi=25
o vi=13,168
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hen, UX= V becomes
5 2 3 X1 i A
[n 1.8 02 :":x:],[ 6.4 ]
Lo 0 3224 llx] L13168 :
performing backward substitution, .
or, 3224x0=13.168
L x=4084
or, 1Bxa+02x1=64
L wm=3101
‘or, Sxp#2xa+3xa=31
2 x=2509

2,  Apply Gauss Seidal Iterative method to solve the linear equations
gorrect to 2 decimal places.

10x+y-z=11.19
x+ 10y +2=28.08
=X+ ¥+ 10z = 35.61
Solution: i ;
Here, the provided equations are in diagonally dominant form, so forming
the equations as,
1119-y+2z
X="10
_280B-x-z
Y= 10
3561+x-y
=710
Let the initial guess be 0 for x, y, and z.
Solving the iterations in tabular form,

(1149 -y +z
0
1 1.119 2.6961 3.4032
2 1.1897 2.3487 34451
3 1.2286 2,3406 3.4498
4 1.2299 2.3400 3.4499

Here, the yalues of x, y and z are correct upto 2 decimal places.
Hence, the required values are;

. X=12299 % 123,y=234,z=34499 =345
2._ Findinverse of the matrlx, using Gauss Jordan method

N
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| %

Solution: .
The augumented matrix can be written as
B I IR TS e L
A:lj=| 1 2 3 01 0
[ e 0 0 1]
Operate Ry and Rz £
[1- 2 3 0o 1 0
[A:l=[ 3 1 2 1.0 0
L2 3.8 : 0 0
Operate R2 ~ Rz - 3R1 and Rs = Rs - 2R
1 2 3 0 1 0
(A:fj=|0 -5 -7 : 1 -3 0
Lo -1 -1-: 0 -2 ‘1
) 1 ' .
OperateR:%Rg—ER;
' B 0 1.0
(A:n={0 5 =7 1 30
. . L0 0 2/5 -1/5 =745 1
Operate R:-.%Ra
ri 2z 3 0 10
[A:)=| 0 -5 -7 1 3 o
Lo 0 1 -1/2 -1/2 52
Operate Ic:;-;%‘l
[+ 2 3 0 i o0
[A:l]=[ 0 1 7/5 -1/5 35 0
= A -2 72 52
Operate Rz — Rz-%ﬁ; !
; ri 2 i 3 ;. 0 1 0
[A:]=|*0 1 o /2 1172 -7
¥ LO .0 1 -1/2 -7/2 572
Operate Ri = Ri- 2R, : : J
Rl d L T B
[A:l]= g ; 2 12 11/z itm
L A - :
Operate Ry - Ry - 3Ry o 7/_2 5/2 |
; [1 0 0 1/2 s
Wllaleza g 1‘;2 111?2 i;ﬁ
L0 0 1 2145 4
F_nrinwrsioncfmamx _1.,2 =7/2 5/2 |
[ﬁ:]’]:[[:ﬁ] :
[A=a7) ¢
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Hence, :

? S R

2 73

1 i Ly

- = == o7
Al 2 g. 3
o T

2 2 2

the following matrix using
decimal points,

[+ 1)

17
Let the initial vector be [1
;|

Now, using power method, performing the iterations as

Solution:

1 2 1M1 14 08
Mo= 2 1 2 [l1]|2|5]=5] 1
1 2 -1dh 2 0.4
Again,
1 2 17087 32 09412
A=l 2 1 2 1 (=] 34 =34 1
1 2. -1lloal L24 0.7059
12 17109412] [3.6471 0.84937
A=l 2 1 2 1 =| 4.2942 |= 42042
1 2 -1llo7os9) |2.2353 0.5205 ]
1L 2 171084937 [33698 [0.90117
AXs=| 2 1 2 1 |=]|3.7396 |=37396] 1
1 2 -1llos20s] [23288 | 0.6227 ]
‘ 1 2 17090117 [3.5238 [0.87067
Aa=| 2 1 2 1 =| 4.0476 | = 4.0476 1
1 2 -1lloe2z27] 22784 L0.5629 ]
1 2 1 7[087067 [34335 [0.88797
A=[2 1 2 1 |=[38670 [=38670| 1
1 2 -1llosez9] L23077 05968
1 2 17088797 [3.4847 0.8779]
CA=l 2 1 2 1 |=|3.9694 |=39604| ; 1
' 1 2 -1Jlosgss] L22911 0.5772]
1 2 1 [087797 [34551° [0.8836]
=2 1. 2 1 -|=| 39102 [=39102| 1
1 2 -1llos772] L23007 | 0.5884 ]
.
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1 2 1 7ross3s] [34720 0.8803
AXe=| 2 1 2 1 =| 3.9440 (=3.9440 1
1 2 -1J]Loses4 2.2952 05819
1 2 1 7[oss803 3.4622 " [o.8822
AXe=| 2 1 2 1 |=|39244 |=39244| 1
1 2 -1]L05819 2.2984 0.5857
1 2 1 7[0.8822] 34679 [0.8811
AXp=| 2 1 2 1 =| 3.9358 [=3.9358 1
1 2 -1Jlosss7] L2.2965] [ 0.5835 ]
1 2 1 (088117 [3.4646] [0.88187
AXn=| 2 1 2 1 |=| 39292 |=39292| 1
1 2 -1]Losse3s] L22976] L0.5848 ]
1 2 1 7[088187 [3.4666] 0.8814
ax“=[ 2 1 2 1 |=|39332(=39332| 1
1 2 -1JlLoss4s] L22970] 0.5840
1 2 1 7[088147 [3.4654] [0.8816]
AXp={ 2 1 2 1 =| 3.9308 |=3.9308| 1
1 2 -1]LosB40d 122974 L 0.5845]
Here the values are correct upto 2 decimal places.
Hence the required eigen values is 3.9308.
0.88167]
And the required elgen vector Is U
0.5845 ]

8, Solve the following linear equations using Guass elimination method

using partial plvoting.
2x+Ay+22=2
10%+3y +42=16
Ix+By+z=6
Solution:

Writing the given system of equations in matrix form

[ 2

10
L 3

3
3
6

16

{EH#)

Interchanging R: and Rz but notxand y as partial pivoting.

16

(10 3 47[x N
2 3 2 yz[z-
Il R AR z 6

2 +
Gpemnzﬁn;-ﬁnlmdm_;,m_}.m

A

[ 10
0

3
24

1 4 TFrx] T 16
1_.;.2- yi=|-12| .
L0 51 -02llz] L12

10
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nging Rzand Rabut noty and 5 variable

10 3 4 X 16
[ 0 51 -02 [y],[l_z
0 24 1.2 z. ~12
2__4.
Wﬂa"m'il]{!

10 3 4 x] |
[ 0 51 =02 ] yl= 1162
0 0 12941 ]lz] |.17647

pow performing backward substitution,
or, 129412=-17647

. 2=-13637

o, SAy-02z=12

. y=0.1818

or, 10x+3y+4z=16
5 %x=2.0909

6. Solve the following system of Ii m.qum”m
* Gauss elimination method, e -

2%+ Iy + 2xy 4 By = 11
Axi 4 225 4 2ng 0 Ax, = 11
A%y 4 X2 4 Axy 4 Bxem 11
)y =6xg 4 Ixy e xa = 11
Solution:
Writing the given system of equations in matrix form
2 3 2 5§ Xy 117

4 2 2 4 ||w]||n
4 1 4 5 (x| In
5 -5 13 1 X4 11

Operate Ra = R - 2Ry, Rs = Ry - 2Ry, Ra =+ Re= 3 Ry

2 3 2 5 x] [ 11
[ — -2 -6 x2 -11
0 5 0 -5 [[xlf -1
0 -125° -2 -115Jlxd L-165

125

Oerate Ry + Ry - 3 Ry and Ru— Re -5 Re
2 3 2 5 [a] [ 1
0 4 2 -6 [[x] |11
0 0 425 725]lx | 17.875
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Operate R4-R,_|-iz"?5§ Ra 4

2773 2 5 Xt 11

0 -4 -2 - -6 X2 -11

0. 0 25 28 |[x|7|27s

< 0 0 0 3 X4 13.2 i
Now, performing backward substitution,
o, 3u=132
- =44
2.5x3 + 2.5% = 2.75
x3=-3.3
or, —4xa-2x3-6xe=-11 i
s X2=-2.2

or, 2xi+3x+2n+Su=11l
A x=11 2

Hence, the required values of the equation are;
xi= 11, xe=-22,x=-33, x4 = 44

7.
Seidal iteration method.
X1 4 3% = Xg+ TXa=19
2% + Bxa + Xa=Xa =17
By + N2+ Dy -4 =18
Oy = X — N3+ 2% = 13
Solution:

Arranging the given linear equations in diagonally dominant form
9x1-xz - X1 +2x: =13 o
2xy+ B2+ X3 -x=17
g+ + 9x-x: =15
* X1+ 3Nz -x2+ Tna =19
Now, forming the equations as
x1=i3+xz-:-)x3—2x-t_

17-'22;(1 — K3+ Xe
e e o

15-3x-xtxe
3= 9. =

’19-x.‘~3xz+__§;i., _.
Let the initial guess be 0 for xy;x, % and x4,

~

Solve the h;llowlng éysiern of linear equations using the
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-—F—'-'-.-__ A
solving the iterations in tabulator form
e T T Sl R T Xi=
: ation j_&_xz;ﬂ :Z‘ZXBII'EJ‘”“ 15~3:¢t.'-xz+x.
b L e e RO g
Guess 0 0 0
1 1.4444 1.7639 +0.9892 1.8933
2 1.3296 ' 19056 1.2221 1.8822
3 13737 1.8641 12108 |  1.8921
4 1.3656 1.8688 S 1.2141 1.8917
5 1.3666 1.8681 1.2138 1.8918
6 1.3665 1.8681 1.2138 1.8919

Here, the values of xi, xz, xs and x4 are correct upto 3 decimal places.

5o, the approximated values of xy = 13665, x2 = 1.8681, x; = 1.2138 and

% =18919,

8.  Find the largest eigen value and the corresponding vector of the

following matrix using the power method.
2 5 1 :
5§ -2 3 . .
1 3 10
Solution: I
1
Let the initial vector be| 1 |
1

"Now, using power method, performing the iterations as

-2 5 1178 05714
o=l 5 -2 3 [1]= 6 |=14|0.4286
1 3 10dlil L4 1
Again, : )
2 5 1 |[057147 [#428587 " - 036157
Ai=| 5 -2 3 || 04286 |=|'45998 |=118572 :14217
L1, & FoudL 2 L11.8572)°
-2 .5 1 J[036157] [383157* 0329
A=| 5 -2 3 || 04217=| 39641 |=11.6266 0341
L1 3 10lL 1 11.6266.] :
r2 5 1 |[03295] [ 336407 : 0295
AXs=| § -2 3| 03410 =| 3.9655 |=11.3525 0349
i T 1 11.3525. b ¥
-3 5 1 (029637 [ 333917 02943
AXe=| 5 -2 3 || 03493 (=] 37829:|=113442 03335
L1, 3 10 -1 J L1134421 ¢
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P

rz 5 1 [0.29437 [ 3.2561 0.28837
AXs=| 5 -2 3 || 03335 |= 3.8045 |=11.2948 0335&
173 10 1 J L11.2948 |
2 5 1 7[0.28037] [ 3.2606 ] 23 -
AXs= 5 =2 3 0.3368 |= 3,7679 |=11.2987 3335
1 3 10 1 J L11.2987]
-2 5 1 J[0.28867 [ 3.2447 ,gm-
A=l 5 -2 3 [[03335)=[ 3.7760 (=11.2891 3345
L1 3 10 1 11.2891 |
rz s 1702874 3.2473 .Zﬂ'}'ﬁ
AXs=| 5 -2 3 || 03345 |=| 37680 |=11.2909 0.3337
L1 3 10dL 1 11.2909
2 5 1 [0.28767 [ 3.2437 ozm'
AXe=| § -2 3. 03337 |=| 37706 |=11.2887 03340
Iy Ll RS 11 1 J L11.2887]
2 5 1 u 2873 32446 u.zsu
Ml,:[ 5 -2 3 | 3340 3.7685 |=11.2893| 0.3338
1 3 10 11.2893 1
2 5 17 o.zsn 3.2438 0.2873
AXn=| 5 -2 3 | 03338 |=| 3.7694 |=11.2888| 0.3339
‘L1 3 10dl 1 11.2888 1

Hence, the required eivgen value is 11.2888 =~ 11.29.

0.2873
And the corresponding vector is | 0.3339
1

9, Solve the following set of linear equations using LU tactorization

method.

x-3y+10z=3

~X+4y+22=20
3 Sx+2y+z=-12
Solution: =
Writing the given set of equations In matrix form AX =B

1 =3 107[x 3
-1 4 2 ||y]|=| 20
et IR zJ L-12
In LU factorization method, we represent A as, i
1 0 07 un wue ua 1 -3 10
In 1 0 0 uyaz um|=| -1 4 2
m Im 1 0 0 un L T AR °
Solving for unknown values,

Un iz s 1
Ty Wizl + un hauia+ ua = -1
b dpuz+ iz gt i ¢ un 5

3 10
¢ 2
1
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=1 Uz ==3 y =10
i =-1 Tz +v22 = 4 hiuiz + 3 =2
ahy=-1 Suz=1 suzz=12
bt =5 Iz + lguzz = 2 iz + bauza + uss = 1
s B aln=17 aun=-253
substituting the values ,
1 o 0 1 =3. 10 3 3
[-1 1 0][0 1 12 ][y]d[ﬂ)jl
E AT % 0 0 -2531Lz =12
L u X B
Here, LUX=B '
Let, UX=V

so, LV=Bthen,

1 0 0 Vi 3
=1 1 0 (|wv|=]| 20
5 17 1l1Lws -12

Performing forward substitution,

& vi=3

or, ~vi+vz=20

] v2=23
o, Swi+17vw+vi=-12  /

% Vi=-418
Then, UX =V becomes

1 -3 10 [x 3 .
0 1 12 ||yl=| 23 :
0 o0 -253]lz] L-418 :

Performing backward substitution,

-~

or, -253z=-418 g7 '
4 2=16522 x A
or, y+12z=23

4 y=31736

or, x-3y+10z=3

x=-4,0012

10, Find the inverse of the matrix, using Gauss Jordan elimination method

4 3 -
A -I: e 1 ]
3 5 3
Solution; ;
The augumented matrix can be written as

43—1:100
Asf=l1 1 1 -+ 0 1°°0
[q[a's 8 10000
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Interchanging Ri and Rz
4 At
[A:l]=| 4 3
-3 -5

r 1
A:l]=( 0 -1
[A:1] | § i3
Operate R3 — Ra + 2Rz
[1- 1
[a:1]={ 0 -1
LO 0

Rs
OperateR;—tww
1 1
[A:]=| 0 -1
0
UperateRz_—;:Rzi-

1
{ﬁ:l]z[ﬂ
0

Operate Ry = Ry - R

1
[ﬂ:I]:[U
00

" Operate Rz = Ra - 5Rs

[

[y
o L

A} 1 o

[ﬂ:l]:[o" 1

y Lo o
Operate Ry — Ry + 4Ra

1 .0
[A:[]:{U 1
0 0

1
-1
3

- Operate Rz = Rav 4R; and Ra = Rs - 3R1

e

1
-5
0

-5
-10

-5
-1

-4
0
1

0
0
1

[A:N=[1:4
[A.= ﬁ"]
Hence,

=02 11

: 02 14 ._u_.;
“"“[ 0 -15 05
-0.1

]

0 1.0
1 0 0
0 0 1

0 1 0
1 -4 0

0 -3 1

0 1 0
1 -4 0

2 -11 1

0 1 0
1 -4 0
-1/ 11/10 -1/10

0 1 0
-1 4 0

-1/5 1110 -1/10

1 -3 0
-1 4 0

-1/5  11/10  -1/10

1 -3'- 0
r0 -15 05 J
-1/5 11 -0a

0 -15 05

102 14 -0_4:]

L 02 11 01
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S

SOLUTION OF ORDINARY
DIFFERENTIAL EQUATIONS

LYY

5.1 INTRODUCTION OF INITIAL AND BOUNDARY VALUE
PROBLEMS : x '

The solution of an ordinary differential equation means finding an explicit
expression for y in terms of a finite number of elementary functions of x.
Such a solution of a differential equation is known as the closed or finite
formof solution. In the absence of such a solution, we have recourse to
numerical methods of solution.

let us consider the first order differential equation, ., " X

%xt = f{x, y) given y(¥0) = ¥o e (1)
to study the various numerical methods of solving such equations. In most
of these methods, we replace the differential equations by a difference
equation and then solve it. These methods yle]_ds solutions either as a
power series in % from which the values’ of y can be found by direct
substitution or a set of values of x and y, The methods of Picard and Taylor
series belong to the former class of solution, In these methods, y In equation
(1) 5 approximated by a truncated serfes, each term, of which is a function
of %, The Information about the curve at one point is utilized and the
solution js not iterated, As such, these aré referred to as single-step methods.
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, Range-Kutta, Milne, etc belong to the Jattey cl
:::i&::ulis;faf: 1‘:r:et]mcll.;';. the next point on the curve is EWIua:::
short steps ahead, by performing iterations until sufficient aceuragy (o
achieved. As such, these methods are called step-by-step methods,
Euler and Runge-Kutta methods are used for computing y over 4 limj
range of x-values whereas Milne and Adams methods may be applieq ¢y,
finding y over a wider range of x-values which are found by Picard's Taylor
serles or Runge-Kutta methods,
Initial and Boundary Conditions
An ordtﬁary differential equation of the n' order is of the form,

2 d'l
F[x_y_ﬂ.\: dy —'-‘f)—u

aX gyt gy ) ()
Its general solution contains n arbitrary constants and is of the form, .
o (X, ¥, c1, €2 venivns . Cn) =0 w(3)

To obtain its particular solution, n conditions must be given so that the
CONSEants ¢, €z, ..., cx can be determined,
If these conditions are prescribed at one point only (say: Xo), then the

differential equation together with the conditions constitute.an initial value
problem of the nth order.

If the conditions are prescribed at two or more points, then the problem is .

termed as boundary value problem.
5.2 PICARD'S METHOD
Consider the first order equation,

d

=fxy)

Itis required to find that Ppartici
yowhen x = x,

On integrating (1) between limits, we get,

[ ay=1 fte) ax

- (1)
ular solution of (1) which assumes the value

or, y=yo+.[.,ﬂx.ﬂ dx

This is an integral equation equivalent to (1),

under the integral sign, :

Asa first approximation y, to the solution, we put,
¥ = yoIn f(x, y) and Integrate (2), giving, .

for it contains the unknown y

yn=¥o+.[.,f[wn} dx
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For a second approximation yz, we puty = ys in f(x, y) and integrate (2) giving,
yi=yo+ | :, f(xy) dx

similarly, a third approximation is,
yi=yo+ j; f{x, y2) dx

Continuing this process, we get, y«, ys, ye, . ya, where,
Yn=Yo+ I:. %, ya-1) dx

Hence this method gives a sequence of approximations y1, ¥z, ¥4 e €ach
giving a better result than the preceding one.

Find the value of y for x = 0.1 by Picard's method, given that,

y-x
aLoZ v =1

Solution:
We have,

=X
y:_h!‘ny‘_xdx

1" approximation:
Puty =1 In the integrand giving

y-_*d,,,,[;(_,,L e

y“‘l"‘nyf; 1ex

x
=14 [-x+2log(14x)],
=1-x+2log(1+%)

2™ approximation:

Puty=1-x+2log (1 +x) in the integrand giving,

1-x+2log(l+x]-X
ya=l+ly 1-x+2log(1+x)-x

=1 +J:[1' 1+zlcfgx[1_+x]]'ix

which is very difficult to integrate.
Hence we use the first approximation and takingx = 0.1, we get,

y{0.1)'=1-0.1 + 2 log (1.1) =0.9828

53 TAYLOR'S SERIES METHOD
Consider the first order equation,

d
ExLﬁx.y}

dx

== (1,
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Differentiating (1) with respect to X, we get,
d o oy :
dy dx

=7+

le, ¥ =f+fl

; -
Differentiating this successively, we can get y, yvetc 2

Putting x = %o and y = 0, the values of (y)a (y")o and = yo can be obtainey

Hence the Taylor series

3

X = %o
y:yud-[x-m:}ﬂ[']f{x-m]zLY'}‘,+.(_3-1—]—(y-"]g¢m,_ -3
es ofy for every value of x for which (3) converges.

Gives the valu
from (3), Yy, y" etccan be evaluated atx = 5,

_ On finding the value y1 forx=xi
by means of (1), (2) etc- Then y ca
the solution can be ded beyon
NOTE: \ :
Mharmdeat:pmcmodandwﬂmwellwlongnsm coes
derivatives can be calculated easily. If (x, y) is somewhat mmp].cangj
the calculation of higher order derivatives becomes tedious, the Ty
method cannot be used significantly. This is the main drawback of
method. However, it is useful for finding starting values for the uppli

of powerful methods like Runge-Kutta, Milne method.

d the range of convergence of series (3),

y(0) = 1 by Taylor's series method. Hence find the values of

Solvey'=x+Y,

yetx=0.1andx=02.

Solution:

Differentiating successively, we get, s
y=x+y y(0)=1 [=y(0)=1]
y'=14y' ¥y =2
y" =y y"'(0) = 2, etc

Now, Taylor's series Is,

+x0)’ +
y=yo+ (x-xa) (') +'(KT;‘"]'{V'):: +I%f'[y"')u et

Here, xo=0,y0=1

: < 3 :
yelex) e Ex2eln2ekina

3 +
Hence,y (0)=1+04+ 0y + (L AL,
=1.1103

. 7 3 Y 1'
and, y(02)=1+02+(0.2)° +I°—§L+&:L s

=1.2427

n be expanded about x = Xu. In this way, ]
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nnﬂwﬂw' method, the values of the y at x = 0.1 and x = 0.2 to five
o{dcelnulsfmm%‘!-x’y-hﬂol-l

PIIG"

golution
%x!s xy-1

Diﬁmnﬁating successively, we get,
y=xy-1, C o e=-1 [=y(0) =1]
y'= 2%y + XY, =0

yr=2ye 4xy' +x 2y", (¥y™e=2
yr=6y' +6xy" 4+ x2y",  (y¥)o=-6etc 1
Replacing th_ese values in the Taylor series, we get, |

2
y=1 +x(—1}+%[ﬂ] +I§—:1x . +§f(‘6} P

3yl

01* o1t
y(01)=1-0.1+5~~ 0—41- =0.90033

Hence, ¥(0.1) = 0.90033 and y(0.2) = 0.80227

Example 5.4] .
Solve by Taylor series method of third order equation %ﬁ = -r‘_:‘j_:y: ,yi0y=1
foryatx=0.1x=02and x =0.3. j
Solution: [
We have, |

y =08 +xy) e, y'(0)=0
Differentiating successively and replacingx =0 andy = 1

¥ = (x3 4+ xy?) (—e) + (3nZ+ yl 4 x2y - y) e

= [ - xy?+ 3x2 + y 4+ 2xyy') ex sy (0) =1
Y= (X8 xyt + 3+ 2+ 2ayy) (-e%) + (-3 -(5% +x 2y ¥)
+ 6%+ 2yy + 2[yy + X2 +yy ) e, ¥ (0) = -2

Replacing these values in the Taylor's series, we have,

EARIO CRP
y0x) = ¥(0) +x3'(0) + 37y (0) +37¥" (0 + ovene
KZ %3 3 :
=1+x[l]]+3[1}+?[—2]+_ ....... 21457
Hence,y (0.1) =1+ % (0.1)° —% (0.1)* =1.005 .

y(02)=1 +%{o.23 ‘-% (0.2)° = 1.017

R ————

. Y j
y(03)=1 % (0.3)* -3 (0.3)= 1.036
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5.4 THE EULER METHOD
Consider the equation,
gﬁ =f{xy) ; ] - i u}
h P(%0, o) Is shown d
that y(xo) = yo. Its curve of solution throug
f;‘;;:ure 5);[ hrl'lw, we have to find the ordinate of any ntherlpoint Qon thig
curve,

)

g/me value of y

]Ermr

Approx value of y

» L " P M X
% %g+th - xy+2h %p+nh
' Figure 5.1

Let us divide LM into n-sub-intervals each of width h at Ly, Ls, ST

is quite small. In the interval LL1, we approximate the curve by the tangent

at P. If the ordinate through Li meets this tangent in P, (%o + h, y1) then,
y1=LiP1=LP +RiP1 = yo + PRy tan B

=ya+h (%E), = ¥o + hf (xo, ya)

Let P1Q: be the curve of solution (1) through P; and let its tangent at Py
meet the ordinate through Lz in Pz (xo + 2h, ¥2). Then,

y2=y1+hf(xo+h,y1) ]
Repeating this process n times, we finally reach on an approximation MP, of
MQ given by,

Y= ¥o1 + b (%0 + 0 = Th, yoy)
This is Fuller's method of findi 8 an approximate solution of (1),
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Using Euler's method, find an approximate value of y corresponding tox=
1 ghven ﬂwt%-x+nadv-1 when x = 0.

golution:

given thati
%ﬁ=x +i.r

We take n = 10 and h = 0.1 which is sufficlently small. The various

calculations are arranged as follows, '

xey= S | ol
0.1 1.00 1.00 1.00 + 0.1 (1.00) 110
01 1.10 120 | 110+ 0.1 (1.20) 122
02 1.22 1.42 1.22 + 0.1 (1.42) 1.36
03 1.36 1.66 1.36 + 0.1 (1.66) 153
0.4 1.53 1.93 153 + 0.1 (1.93) 172
05 1.72 2.22 172+01(222) | 194 _
06 | 194 2.54 194+ 0.1(254) 219 '
07 219 2.89 2.19 + 0.1 (2:89) 248 [
08 2.48 3.29 2.48 +0.1(3.29) 281 |
09 281" 371 281+01(371) | 318
1.0 3.18

Thus the required approximation value of y = 318

55 MODIFIED EULER'S METHOD OR HUEN'S METHOD

In Euler's method, the curve of solution in the interval LL1 is approximated

by the tangent at P (Figure 5.1) such thatat P1, we have,
y1=yo + h f(x0, yo) ;

Then the slope of the curve of solution through Py,

[ie, G‘&) Py=f(xa+h,y1)] : S |y

rawn meeting the ordinate

e 1)

is computed and the tangent at P1 to PiQs is d

through Lz in, v : :
Pa(xo + 2h, y2)

Now, we find a better approximation y1

the curve as the mean of the slopes of the

of y(xo + h) by taking the slope of
tangents at Pand Py,
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' i.6. Y] =yo .g.% I{E ¥a) + ﬁ’xn + ‘h; )"IJ]
As the slope of the tangent at P1 is not known, we take yi as found in _(1“,’
Euler's method and insert iton RHS of (2) to obtain the first modified value y,,
Again (2) is applied and we find a still better value iz corresponding to L, a5,
Y =yos .‘21 {f(x, ya) * flxa + b, y1)]

We repeat this step, until two consecutive values of y agree. This is thep

tiken as the starting point for the fext in terval LiLz. Once y1 is obtained to 5 !

. desired degree of accuracy, y corresponding to Lz is found from (1).
" yz=yi+hf(ro+h,yr)
and a better approximation y'{' is obtained from (2)

v =y|.+!21{f[xn+h. y1) + f(xo + 2h, y2)]
We repeat this step until y2 becomes stationary. Then we proceed to

calculate y'%, as above and so on. This is the modified Euler's method which
gives great improvement in accuracy over the original method, '

Using modified Euler's method, find an approxi value of y when x = 0.3
ngthu|%§nx¢yandyniwhenx:ll‘ >

Solution:

The various calculations are arranged as followings takingh = 0.1

XL xEy =Y Mean slope Old y + 0.1 (mean slope) = Newy
0.0 0+1 - 1.00+0.1 = 1.00=1.10
01| 01+11 F+12) 1.00+0.1 (11) =111
01| 01+111 %[1 +1.21) 1.00 + 0.1 (1.105) = 1.1105

0.1 ]0.1+1.1105 %[14- 1.2105) 1.00 +0.1(1.1052) = 1.1105

Since the last two values are equal, we take y(0.1) = 1.1105.

% | xty=y' |’ Meanslope = [Oldy+0.1 (mean slope) = Newy
01| 12108 - 1.1105 + 0.1 (1.2105) = 1.2316
0.2 |0:2+1.2316 %[‘1.12105+1.4316} 11105 + 0.1 (1.3211) = 1.2426

0.2 |02 +1.2426 | 1(1.2105+1.4426) | 11105+ 011 (1.3266) = 1.2432

02 | 02+12432 | 7 (12105%14432) | 11105+ 0.1'(1.3268) = 12432
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Xiya!

since the last two values are equal, we take y[u 2) = 12432

12432 +0.1 (1.4432) = 13375

z (1.4432 + 1.6875)

1.2432 + 0.1 (1.5654) = 13997

%{1.4432 +1.6997)

1.2432 +0.1 (1.5715) = 1.4003

3(1.4432.41.7003)

1.2432 + 0.1 (1.5718) = 1.4004

0.3 + 1.4004

1
7 (1.4432 + 1.7004)

1.2432 +0,1(15718) = 1.4004

Since the last two values are equal, we take, y(0.3) = 1.4004
Hence,y(0.3) = 1.4004 approximately.

Solve the following by Euler's modified method

&~ log (x +), y(0) =2

¥ atx =1.2 and 1.4 with h=0.2
Solution:
The various calculations are arrazmed as follows

[Eoeern =y

0.0

log(0+2)

2+D 2(0. 301] 2 0602

0.

B

log(0.2+2.0602) %[o.31u+u,35+1}

2+0.2(0.3276)=2.0655

log(0.2+2.0655) | 3 (0.301+0.3552)

2+0.2(0.3281)=2.0656

2.0656+0.2(0. 3552] 21366

log(0.4+2.1366) % (0.3552+0.4042)

P

0.4051

log(0.4+2.1415)| 7 (0.3552+0.4051)
Mkl b d e ridisiend

R

el Lo R
06 [log(0,6+2.2226)| & (0.4051+0.4506)
sidrniatisnd

— z

|06 [log(0.6+2:2272) 1 (0.405140.4514)
o ——

196 04514 e A

198 Jog(08+2:3175) M

2.056+0.2(0.3797)=2.1415

. 2.0656+0.2(0.3801)=2.1416

2.1416+0.2(0,4051)=2.2226
2.1416+0.2(04279)=2.2272

2.1416+0.2(0.4282)=2.2272

|
; 2'2272+U.2[0.4514)a2.31?5

5.2272+0.2(04726)=2.3217
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2227240.2004727)3.35

12 0.5723

) 81 1t0.4514+0.4913)
08 [log(0.8+2:3217)| 3 (0.451
o8] 04943 “ 2.3217+0.2004943) 3,035,
10 | Jog(1+24206) | 3 (0.4943+0.5341) |  23217+0.2(05142)e3 45,
£ =y [ Meanslope | Oldy+02(mean slope) =i
10 | log(1+24245) |3 (0.4943+05346) | 23217+0.2(0.5144)x2 445
o1 vsise = 2.425+0.2(0.5346)=2.5313
1.2 [log(1.2+2.5314)| (0.5346+0.5719) | 2:4245+0.2(0,5532)=25351
g(x+y)=y | Meanslope | Oldy +0.2 (mean slope
1.2 |log(1.2+2.5351) %f0‘5346+0‘5123} 2.4245+0.2(0.5534)=2.5351

2.5351+0.2(0.5723)=2.6495

=

' Mean slope 7

i Ol'dy +0.2 [means}w

1.4 [log(1.4+2.6496)

3(05723+0.6074)

2.5351+0.2 [0.5398]:2.!_3531

14 [log(1.4+2.6531)

%(0.572340.6078]

2.5351+0.2(0.5900)=2.6531

Hence,y (1.2) = 2.5351 and dy (1.4)'= 2.6531 approximately.

56 . RUNGE'S METHOD
Consider the differential equation,

d
s af-= ftgc, ¥,y (o) = yo -

Clearly the slope of the curée'&nroﬁgh P

-1

(%0, o) ls (o, yo)

AT
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'

grating both sides of equation (1) from (x, ye) to (xa + h, yo + k), we

have: & +h
[y d= fo fx,y) dx e (2)
o evaluste the integral on the right, we take N as the midpoint of LM and

. d
ind the-values of f{x, ¥) (‘-9--3{') at the point xo, X 4-%. X + h. For this
we first determine the values of y at these points.
Let the ordinate through N cut the curve PQ in S and the tangent PT in 51
The value of ys is given by the point 53,
ys=NS1 = =LP+HS1=yo+PHtan
d:
=Yo+ h (Ei‘ .

=yo+ L} 5 o, ¥u) S e e (&3]

Mlso, yr=MT=LP+RT=yo+PRtanf=yo+ hf (xo + yo)
Now the value of yq at xo +'h is given by the point T" where the line through
P drawn with slope at T(xo + hy, yr) meets MQ.
Slopeat T = tan 6’ = f(xo + hy, 1)
= f[xa + h, yo + hf (20, yo)]
yo=R+RT =yo+ PR tan &
= yo+ hf [xa + h, yo + hi{xo, yo)] . N ¢
Thus, the value of f(x, y) at P = (%o, yo)
the value of f(x, y) at S =F{ Xo +%.}ﬁ)
the value of (x, y) at Q = (Xo + h, yo)
where, ys and yoare given by (3) and (4}
Hence from (2), we get,

_ i
e y)dx=gif-+4ﬁ+fu] i chpd et

[ftm+yu)+r(xa+zys)+-c=§n+h-m] b0 505

value of kand also y=yotk

1
which gives a sufficiently accurately the values of y for aqulspaced poims

The repeated application of (5) gives
Working Rule to Solve by, Runge's Method
Calculate successively;

ka'= hf (xs, y0)

. 1
o=t (o +%h,yn+§kl)
K' = hf (%0 + h, yo + k1)
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and, ks=hf(xo+hyo+K)
Finally compute,

k=1 (ki + 4k + o)

which gives the required approximate valueasy1 =yo+k.
Note that k is the weighted mean of ki, ka2 and ka.

Example 5.8 S u
Apply Runge's method to find an appr vnlueotywhanx_n_a,m

thit%{'sxn andy=1whenx=0.

Solution:
Given that;
% =x+1
y=1whenx=0
We have,
Xe=0,yo=1,h=02 fxo,yo) = 1
k1 = hf (xo, yo) = 0.2 (1) = 0.20

k2 =hf(xn +%h. Yo +%k1 =0.2 f{0.1, 1.1) = 0.240

K'=hf (xo + b, yo + ki) = 0.2 (0.2, 1.2) = 0.280
ka=hf(x+h, yo+ k') = 0.20 (0.1, 1.28) = 0.296

1 1
k=% (ki + 4kz + ka) = (0.20 + 0.960 + 0.296) = 0,2426

Hence the required approximate value s 1.2426

5.7 RUNGE-KUTTA METHOD

Runge-Kutta method do not require the calculations of higher order
derivatives and give greater accuracy. The Runge-Kutta formulae possess
the advantage of requiring only the function values at some selected points.

These methods agree with Taylor's series solution up 'to- the term in h'

where r differs from thethod to method and i$ called the order of that
method. - Hlile

A, First order R-K Method

From Euler's method,

v =y‘1+l-|f(7.m_ygj=yn+hyﬁ. : i [.Y‘=ﬁx¢ﬂ]
Expanding by Taylor's series, :

h2

T TDETRIVES S,

A
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 follows that the Euler's method agrees with the Ty
ptothe termin B

o Euler's method is the Runge-Kutta method omm_ﬁm'nr'de,
g -Md order R-K Method ‘
-n;e modified Euler's method gives,

ylor's series solution

=y + 3 1060.30) + (0 + b, y2)

(1)
Replacing y1 = Yo *+ hf (xo, yo) on the right hand side of (1), we get,
h 3 }
yr=ya+3 [fo+ f(xo + h), yo + hfy)
where, fo = (o, yo) ¥ ! @
Expanding LH.S. by Taylor's series, we get, i
R T
Y.:y[xni—h]=yo+hyn+2_1.yn+g—!y'°'+~ ___________ @

E;qiandins f(xo + h + yo, hfo) by Taylor's series for a function of two various,
(2) gives, ' '

Yi=Yo+ %[fu +{fo=(xo0y0) +h (3—930 +hfo @_Dn + O[hzj}]
=ya+%[hfn +hfa + h? {gﬂn + (%f)u} + U[h’j} ;

|:‘_ difxy) of fof

b, 5
=yo+hfo+ 5 o+ O(h") A “ox ey )

; .
=yu+ hyi+ 5y + (W) sl

wheré, 0(h*) means terms contianing second and higher powers qr k" andis

fead as order of h?,

Camparing (3) and (4), it follows that the modified Euler's

With the Taylor's series solution up to the term in h”. o

Hence the modified Euler's method is the Runge-Kutta method of thie

Second order, 5
second order Rung-Kutta formula is, :

method agrees -

i i
Yi=yo+3 (ki +ka) : :
"“"Ere,h:hf(x.,_y.,)andk;;:_hf(“*'h-_!’“'.q_ '_.
Thi -
rd order R-K Method f the third order.

:‘unge-, Method is the Runge-Kutta method 0
'Th.e third order Runge-kutta formulals, .

l’l=yn+%(k1_+-{-kz+k3)
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where, k1 = hf (xo, ya) A

ka= h!(xu +‘;’hm5ﬂ= 4‘51_‘1)
and, ks=hi(r+h,yo+K)
where, k' =ks=hf (xa+h,yo * k1)
D.  Fourth order R-K Method
This method is most commonly used

Kutta method only.
Working rule for finding the increment of k of y catespncing oy

increment h of x. By Runge-Kutta method from,

and is often referred to as the Runge.

%: £(x, y), ¥(o) Is as follows;
Calculate successively, ki = hf (xo, yo)
: 1 1
kzshf()tu +Eh, yo+y kl)
1 1
ka=hf(7m+§h.yo *Ek’)

and, ke=hf(xo+h,yo+ks)
Finally,

Compute k = % (ki + 2kz + 2ka + ka)

which gives the required approximate value as y1 = yo+ k
'WOTE: One of the ad of these methods is that,

Apply the Runge-Kutta fourth order method to find an approximate value of
ymnk=02gmmg=x+yundyu1whenx:ﬂ. ¥
Solution: iy

%:x +y
Here; S
X=0,y0=1,h=02,f(x,y5) =1
k= hf (o, yo) = 0.2 x 1= 0.20 ;

1 1 ; e |

ke = hf.(m +ahyot Ek'.) =0.2x£(0.1,1.1) = 0.240

5 q 1 \ s At Al !
ks = hf(xo +3hyo+ -z-.ka) =02%f(0.1,112) =0.2440 -
ki =hf (0 + b yo + ko) = 0.2 % £ (0.2, 1.244) = 0.2686
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k= 6[k,+2kz+2k!+k4}
= E (0.20 + 0.480 + 0.4880 + 0.2888)

1
=g 1.4568

=0.2428
ence the required approximate value of y = 1 2428

Apply the Burlge-lil;:ﬂa method to find the approximate value ofy for x =
02,Insteps 0.1, ".1,-“1? y=1where,x =0,

Solution:
Given that;
flx,y) = x+y?
Here, we take h = 0.1 and carry out the calculations in two steps
Step It 5
%=0,y0=0h=01
= hf.(xq, yo) = 0.1 f(0, 1) = 0.10
1 1
ke =hf(XB +3hyo +5k1) =0.1(0.05, 1.1) = 0.1152
ko=t (xo+ 30 + 3 k2) = 0.1 (005, 11152) 101168
ks = hf (xo + h, yo + ks) = 0.1 £(0.1, 1.1168) = 0.1347

| =%(k1+2kz+ 2k + ki)

<2010 +0.2304 + 0.2336 + 0:1347)

=0.1165
Biing (0.1) = yo + k= 1.1165 _ R
Btep I ; y
X=xo+h=01,y:=11165,h=01 | :
ki = hf (x1, y2) = 0.1 f(0.1, 1.1165) = 0.1347,
b:hr(mih_yﬂ-ki) 0.1£(045, 1.1638)= 01551
h:hf(x;,'_%h yH-lkz) 015[015,1194) .0.1576
1y
s e (g b,y o k) 0102 LASTEV ST
k"'(kl+2kz+2ka+k4] 01571 g e
H"""”'[‘”31 “yi+k=127%6.°

&
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The simultaneous differential equations of the type,
%:F(x.y.zl . ~0
£ sy e
= zocan be solved by the methogs

with initial conditions y(xo) = Yo and z(xo)
discussed in the preceding sections, es
methods.

pecially Picard's or Runge-Kuw,

) Plcard's method gives

] yl=’,n+!.f[x'y¢,u]d.¥,21=Zﬂ"‘.|l¢{x'yn'u}dx
y,:y“!f[x,yg.z')dx.zz=M+I¢(¥-Yi-31]d"
yazyo+ | v ys, 22) dx 22 =20 + | 8(x,2,72) dx
and so on.
i)  Taylor's method Is used as foll

If h be the step-size, y1 =y (%o + h) and 21 = z (xo + h). Then Taylor's
algorithm for (1) and (2) gives,

A L
YI=Yo+hyo+i}fe*iYn + e (3)
R -
Z=20+ hzo + 5720 + 37200 + e (4)

Differentiating (1) and (2) successively, we get y", 2", So the values Yllh }';. }"ﬂ"
and 20, 26, 2y ....... are known,

Replacing these values in (3) and (4), we obtain y;, z for the next step.
Similarly, we have the algorithms, ;

IR L
Y2=p+hyi+ory +'3—!y'|“+ : 2 (5)
: T M

. n=zﬂ"‘hzt+?1'21+'izl + wn (6)

Since y1 and z; are known, w o =

: We can calculate y; " b Zhy

:placl;g these in (5) and(6), we getyzand zz.y’“ ke Sl
oceeding further, we can

i : calculate the other values of y and z step bY -

11)] : Runge-Kutta method is applied ag follows
Starting at (xq, y, %) and taking the step
Tespectively, the Runge-kutta method g‘{"ves

-sizes _fnr.‘ Xy, z to be b k!
ks = hf (x0, 0, 20) Sl
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v = h & (0, Yo 20)
1 1
h,hr(xorz'h.vugknuvl-;,)

h=hplx+3y h.:ro+ ki, zn+-:l)

k,:hf(x'ﬂ zhyﬂ*zk&ﬂ* fz)
|,=h¢(m hyn+2k=.h+ ,lz)
ka= hf(x zhya+2k3.zu+éh)
h=h¢("ﬂ‘*ih-¥ﬂ+'2'k3.zn+§h)
1
Hem'}h:yﬂ“'g[kl“‘zkl+2k3+k1]

1
u=za+g (h+ 2+ 20+ 1)

To compute yz and z2, we simply replace xo, yo, za by xi, y1, 21 in above
formila. "

Solve the differential equations
dy _ dz _ =
dx'1 +xz,dx_-xyforx_l:l,3

Using the fourth order Runge Kutta method. Initial values are x = 0, y = 0
amdz=1.
Solution:
Here;
My, 2) = 1+%2, 6 (x,,2) ==Xy
X=0,yo=0,20=1 !
Letus take h = 0,3, :
ki = hf (x0, yo, 20} = 0.3 £(0,0,1) = 0.3 (1 +0) = 0.3
I = hé (xo, yo, 20) = 0.3 (-0 % 0) = 0

/ 1 1
k,=hf(u+lh,yn+"i'k1.zu*zh)

=0.3f(0.15,0.15,1)
20,3 (1+0.15) = 0.345

1
] =h¢(xo+’2'h,yn+'fk1.30*’2h)

=0,3 [-(0.15(0.15)]
=-0,00675
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St X

et (o g00+ 2 ¥ 2

- 03 1{0.15, 04725, 0:996625)

- 0.3 [1+0996625 * 0:15]

- 034485 :

W ey

I =h¢ (:Ku +3hyot 7247
03 [-(0.15) (0:1725)]

=-0.007762

1]
ke=hf(xo+h yo+ ks, 20*
- 0,37(0.3, 0.34485, 0.99224)

=0.3893

I =h¢{xﬂ +h yot ks, 20 -h':]
=03 [-(0.3) (0.34485)]
=-0.03104

" 1
Hence,y(xo+h)=yo + g (ki + 2k + 2ks + ki)
e, y(03) =0 +é{o.3 +2 x (0.345) + 2 x (0.34485) +0.3893]
=0.34483
1
and, z(x+h) =yo+g(h+2+2s+ly)
2(03) =1+ % [0 + 2 (-0.00675) + (0.0077625) + (~0.03104)]
=0.98999
5.9 SECOND ORDER DIFFERENTIAL EQUATIONS

Consider the second order differential equation,
d? d
O

By writi & i

By MEdy = % it can be reduced to two first order simultaneous

differential equations, Vi :

d dz
E;‘:'Waf(w.zj

These equations can be solved as explaineq above,

u ng the Hungo-Ku!!a melhud. solve Y= Xy" - y* for x -
5 " 2 1 = 0.2 correct
decimal places, Initial condlt; = ' =

b ﬂiul‘lﬂﬂl‘!l D,y=1.y 0. ! §
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X

dy
fhen ax
wehave:

”sﬂ.yunl.-ln=0.h=0;2

=fxy2) =2

:ﬂ!'y!=¢t&y1‘z) "

Runge-Kutta formulae becomes,

ku="hf(Xo, yo. z0) = 0.2 0 =

1 £ Y
* ke=hf x“"‘fhfl'“*%kl.n*-%'h)

-+ - =02(-0.1)=-002

Now,

ko= hf(xn-i-%h.yu%kg, m—;-;,)
=0.2(-0.0999) = -0.02

ka=he (%0 + h, yo + ks, 2o + I3)

' =0.2 (-0.1958) = -0.0392

1
k =g(ks +2ka + 2k + k) = 0.0199

Iy = hf (o, yo, 20) = 0.2 (-1) = -0.2
1 1 1
Iz =hi| % +§h.yo +§k1.zu +§h
=-0.2 (-0.999) = - 0.1998

£ ¥
= h¢(xo+%h,yu+%k:,zn+'ih)

=02 (-0.9791) =-0.1958
ls =hé (xo+h,yo+ka, Zo+13)

=02 (0.9527)

=-0.1905

: I’.F%-l['h:l-z;fz;ghi-h] e

=1 (-02-01998%2-2 X0.1958-0.19

=-0,1970

Hence atx = 0.2, ;

y

2yo+k=1-0.0199 = 09801

¥ =z=29+]=0-01970=-0.1970"

l::_!iffurentisl Equations 287
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, VALUE PROBLEMS
5.10 BOUNDARY VAL Jution of a differential equation in 5 Tegion

jres the 50
::s;:tp:m:hn;r:::'lous conditions on the boundary of g P"%’:

s.
applications give rise to many such thle“"Od
A.  Shooting Method of Marching Meth AR
In this methbd, the given boundary value f‘m el:l J ‘;“ m}::t:'ormgd o
initial value problem is sof by T
initial value problem. Then this uy
od etc. Finally, the given by
series method or Runge-Kutta methi . :
value problem is solved, The approach in this method is quite simplo, ."7

Consider the boundary value P[;Ne:'-
"(x) = y(x); y(a) =Ay(b) = o

One m:dE:]on s|'s( y)(a;r[:?n and let us assume that y'(a) = m which “P"!seg:

the slope. We start with two initial guesses for m, then fing the

corresponding value of y(b) using any initial value method. «

Let the two guesses be mo, m: so that the oorresponding_ values of y(bare

y(mo, b) and y(m;, b). Assuming that the values of m and y (b) are Jip,
related, we obtain the better approximation mg for m from the relation,

)
lopy

mz - my = mi - Ma
y(b) - y(ms ., b) ~ y(ms, b) - y(me, b)
This gives,
112 =My = (i = ,.MJ__‘ZE-Q;JL@.I_
y(mu, b) - y{mo, b) - (2)

Now, we solve the initial value problem,

Y (¥ =y(x) y(a) = Ay’ (a) = m2
and obtain the solution y(ma, b)
To obtain a better approximation ms for m, we again use the linear relation
(2) with [m3, y(my, b) and [mz, y (mz, b)]. This process is repeated until the
value of y (my, b) agrees with y(b) to desired accuracy. :
¥(x)

AL L L )

By =y(my b)
‘B=y(t)

By=y(m, b)

'
'
"
1
I
H
[
'
H
P
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@” shooting method, solve the boundary value problem,

wy 00300 HO)=0andy() = 117

mth““ma] guesses fory'(0) =mbe mp=0.8
od m=09 Then y"(x) =y (x); y(0) = 0 gives,
y©=m
y'(0)=y(0) =0
yU(0)=y'(0)=m
yr(0)=y"(0) =0
y(0)=y"(0)=m
yi(0)=y" (0)=0
andsoon.
m]a_cin'g these values in the Taylor's series, we have,

W) =y(0)+xy'(0) + 3y0) + 5y (0)

B a8 x
=m x+‘6“+m+.m+ﬂ ‘‘‘‘‘ )
¥(1) =m(1+0.1667 + 0.0083 + 0.0002 + ........ ] .=
=m(1.175)
Formo = 0.8, y(my,1) = 0.8 x 1,175 = 0.94
For my = 0.9, y(my, 1) = 0.9 x 1.175 = 1.057
“"‘Nibemerapprmnmatlon for m, i.e, mz is given by,
_y(mi, 1) -y(1) -
= = (s - mo) yi,, hE ymo. 1)
=0.9-(0.1) %
=09 +0,10085 = 1.00085 .
is closer to the exact value of y'(0) = 0,996~
the initial value problem i
Y6 =y(x),y(0) = 0,y'(0) = mz
sseries solution is given by,
¥lmz, 1 =1,1759 L
;‘:eme muijo::‘ :t[ 1 1715 )is y=1176 which is close to the exact value of

A R e, R R LRI AT B
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B. Finite Difference l""w""'a ppearing in the differential equation 5,
In this method, the derl::: 1 by their ﬁnite-dtﬁmua
the boundary :[“"ﬂjl?"m“:r m of equations are 90'\'9!‘ b? any
and the us:;mnsmu a:rheva]\le‘ of the required solution atlhephm]
procedure. These

i:ln:;m difference apprmdmati'ons to the various derivatives are deriyey
e
T::;;i:r;d its derivatives are single-valued continuous functions of x they
by Taylor's expansion.
We have,
h= - L'i "
yx+ h) =y(x) + hy () + 37 (x) +37¥ (1) ¥ o ; v (1)
W L
and, y{x-h) =y(x) + hy'(x) + 37y () +37¥" (X + e - (2)
Equation (1) gives,
b
Y =5 Y0+ h) =y (] = 3" () = o

le, ¥i(x =%[y [x + h) - y(x)] + O(h)
which Is the forward difference approximation of y'(x) with an error of the
order h.
Similarly, (2) gives,

1 ;

Y09 =} ¥(x) - y(x - h)] + O(h) >

Which is the backward difference approximation of y'(x) with an error of
the order h, - v
Subtracting (2) from (1), we get,

1
() = 35 Y0 + h) -y(x - )] + O(h) '
which is the central-difference a
order b’ Clearly,
be preferred,

this central difference approximations and hence should
Adding (1) and (2), we get, '

: 1 =3
VO=a b+ 1) -2y 00 +y (x-hf + oty -
which isthe central dil’fereﬁce a ’ :

Hence the working expressions
the first four derivatives of yial

PProximation to higher derivatives.

reas under; -

pproximation of y'(x) with an error of the

for-the central difference approximations
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w7l 3
yi= -Z_h (o1 = 311} [ we(3)

o o : :
¥i =3 O =2y 4 y) _ ¥ e

|
i h 'ﬁ;(}"l’! =2+ 29 =yr) . g weee (5)

1
Y=g G- 4y + 6y - 4y 4 yia) - e (6)

#The accuracy of this methdd depends on the 5
‘improves but the number of equations to be solved also increases

Solve the equation y” = x + y with the boundary conditions y(0) = y(1)=0.
Solution:

Divide the interval (0, 1) intq four sub-intervals so that h =% and the pivot
pointsare at xp = 0, =
T TR T |
X=X =y, x:.-,landxp 1

Then the differential equation is Iappruximated a.s.

1
E’i[ym =2¥i+ Y] =xi + yi

o, 16yw-33+16yi=x ; 1=1,2,3 e
Using yo = y« = 0, we get the system of equations

1
o, 16y:-33yi=7

o, - 16y3—33y;+16y:=%-

o, -33ys;+ 16yz=%

Their solution gives, s ’
y1=-0.03488
y1=-0.05632
. ¥i=-0.05003" - o
|
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B O R oy S
EOARD EXAMINATION SOLVED QUEST|gy:
h'_-_t__'_—__—_*_____-_‘_—__-‘-"‘s

1 &MQ‘:y-gﬁO}:llnmmngestubywm
. T Y :

method and (if) Huen's method. Comment on the results, Ty,

0.2 , [2013/Fall] .
. Solution:

2x
‘gi=y-?lanﬂjr[0] =1
=x=0andyo=1

Also,h=02, 0=<x<02
i) From Euler's method,

Be

26 . 20)
f[xg_y,]:y“-g=1— 1 =1

Now,
¥1= Ynew = Yo + hf (Xo, yo)

d
Of  Yeew=yaathg=1+02(1)

yi=12
i) From Huen's method or modified Euler's method .
h=02
. Mean slope
- 1+402x1=12
L+ 2(02 1
12-202) | 1
202 1.2 RrRasen |5, 0.2 x 0.9333 = 1.1666
y =0.8667 =0.9333
2002) | 1
11866--2(021 | 1 :
3| 02 L1866 J(+08485) |, o 09247=1180
=0.8495 =0.9247

_T_________——‘
Here the last two valyes are equal aty; = 1,1849, i
The result from Euler's method is 12 ang from Huen's method is 1184
which shows better result and we prefer Huen's method or modified Euler
_method. . i
+ 2" Using Runge Kutta method of order 4, solve the w%},sxf
+¥,¥(0)=1and ¥'(0) =01ofind ¥(0:2) ang ¥'(0.2). Take h =02

S ot

b
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souton:

S-omi-y=0

o Y-Exy-y=0

Aso, ¥(0)=1 andy'(0) =0and h =02

Let, y‘=z=fl[lh)’-=]

w Y= then equation (1) becomes
7 =6xyt vy =falx,y,2)

Given that

y(0)=1 =%=0, yo=1
and, Y(0)=0=2

Now, using RK method to find increment value of k and /
ki = hfi (xo, yo, 2o) at equation (A)

Likewise,

=hfi (0,1,0)
=0
h =hfz (xa, yo, 20) at equation (B)
=hf(0,1,0)
=(6(0) (1)* +1) 0.2
=02 o

*~'h I
kz=hf1(xn+i ¥ yuf‘lrzl i Z'n+51

=U,2f;(q+% .'1+% i U+% ;
=02=x01
=0,02

& =hf; (0.1,1,0.1)

=0.2 [6(0.1) (1)*+ 1)
=032 .

k.u=hf1(m+% , Yo +% : m+%)
=0.2f; (0.1, 1.01,0.16)
=02x0.16
=0.032
I = hfz (0.1, 1,01, 0.16)
=0.2 [6(0.1) (1.01)* +1.01] = 0324
ks = hii (%0 + h, yo+ ks, 70 + 1)
=0.2f; (0.2, 1.032, 0.324).
=0.2 % 0.324 = 0.064

I =hf; (0.2,1,032, 0.324) = 0,462

aue (1)

v i (A)

e (B)
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Now, .
k= ki + b+ 20k + ko))

=L [0 +0.064 +2(0.02 + 0.032)]
6 .

0028 .
1=+ ler 20 +B)]

= % [0.2 +0.462 + 2(0.32 + 0.324)]

=0.325
Now, ;
yisyo+k=1+ 0,028 =1.028
and, zi=z+/=0+0325=0325
are the required answer for y'(0.2) and y(0.2).
3 Use the Runge-Kutta 4" order method to estimate ¥(0.2) of the
following equation with h'= 0.1

Y(x)=3x'+ % v y(0)=1 [2013/Spring)
Solution: ' I
Given that,
y'(x) =3x+ 0.5y
“and, y(0)=1 <
=+ x=0 y=1 h=0.1
Now, using RK method to find increment onk
ks = hf (0, o)
=0.1f(0,1)
=0.13(0) + 0.5(1)]
=0.05

. h
el o)
0.1
.‘fu,lf(ﬂf‘gz—‘ 1+g§§)

=0.1£(0.05, 1.025
=00662 - : :

v h
ks =hf Xy, yu%)
=0.1f(0.05,1.033)
=0.0666 ~
ke = hf (% +h,yo + ks)
=0.1£(0.1, 1,0666)
0633 ¢

=0
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0
o k=%[k1+'«+1(h+h}]
1 :
‘=% [0.05 +0.0833 + 2(0.0667 + 0,061
=00664 ; :
wexo+h=0+01=01
bl n =yn+k.1+0.0664&1_0664

66)]

h ; i
W =01, y1=10664, h=0y

et
» ke =hf (6, 1) = 0.1f (0.1, 1.0664) = 0,0833 '

h k
. ke=hf{x+3, y1+—2‘-)

=0.1f(0.15, 1.1080)
=0.1004

ks :hf(x;+%, :n'r!;—z-)_
=0.1f(0.15,1.1166)
=0.1008

, ka=hf(xi+hyi+ka)
=0.1F(0.2,1.1672)
=0.1183

Now,
=2l +k+ 20+ k)

=‘é [0.0833 + 0.1183 + 2 (0.1004.+ 0.:1008)]

=0.1006
=, x1=x1+h=01+01=02
y2 =y +k=1.0664+0.1006 = 1167
isthe required estimated value of y(0.2).
4 Solve the following equation by Picard's method. . _
()= % = 0 and estimate y(0.1), y(0.2) and y(1).
. y'(x) = x* + y?, y(0) = 0 an o
Solution;
Given that;
Y(x)=x2+ ¥, y(0) = 0
-  x=0, y=0

gatution of Ordindry DifferEntinI Equayy
b 4 ons 298

Scanned with CamScanner



Numerical Method,

206 A Com jete Manual of

Now, using Picard's method
I dx=0+ r (2 +y") dx

=w+r fx y0) :
. First 3PmeimnHon. puty=0in the integran

y1='n+j:{xl+u)dx
0 3
=I;tx=1dx=["ﬁI=."§

d
Second approximation, puty=3j In the integran

y;=a+ﬂ[x:+(§’)]au '
=I:(xz+%‘)dx
ki

x X
=T
processing of this task is difficult from here so we stop at
x’ x
L )
Mow, using the second approximation and taklng
x=01,02and1
We have,

Further

(0. ll [0,1]‘
y(0) = E3-=0.000033

i y [021
yo2) = =0.0026 i

1 1)
y[:t] =I§L *-'[5‘;'= 0.3492

5 @ 55
iven: m i ¥(1) = 0. Solve for y at x = 1.04, by using Euler's
ma&hodtlaheh:u.nﬂ
Solution: | .
Given that;
dy 2x+er
dx ~ % + xer
yi)=0, n=001 -
¥o=1, Yo=0
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0+0.01 (1.268) = 0.0126
0.0126 + 0.01 (1.256) = 0,0251

dy gz :
5 Solvegy=14X2 qx=~xyfor y(0.6) and 2(0.6), given thaty = 0, z = 1
at x = 0 by using Heun's method, Assume, h = 0.3, [2014/Fall]
solutloh: ' .
.%;ul-ixz. x=0, yo=0, h=03

dz

ad g =X =0, yo=0, h=03 i

. Using Heun's method, solving in tabular form

Griva
Tilo | 1+ s 0+03x1=03
2|03 [1+03) (=13 L1145 | 0+03x115=0385
1+(0.3) (0.9865) |1+ 1.295 _ T
3|03 Cig0s |7 o=1147| 0403x114720344
1+(0.3) (0.9847) |1+ 1.295 _ SIS o
4|03 g 5220 1147| 0403511475
Here, the last two values are equal atyi = 0.344°
PR O e U [T
_lJ 0 (-0) (0) 2 ; 1+q.3:u=1
2| 03| -(03)(03) |0-009_ ;5450 1+03x-0045=09865
| 0,09 e . >
0-0.103 2 :
3oz | -ODE34 | T2 |1403x-0051=09847 | ¢
{ =-0.103 S 005, sl s pyt
g T P E U LT e aramoe iRl =
4|03 | 03 (0388) | 1 27 | 1+03x-0051=03847
: =-0.103 P 1L} e | Gl o O
— ; | :
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quﬁ] atz = 0.9847.

Here, the last two values are

1+(0.3) (0.9847) 0.344 403 (1295)

1] 03 +1.295 : =0.732-
: 1.295 + 1.572
2 | o [1+ 00 05538) =5 0.344+03 (1.433)
’ =1572 1433 =0.773
| 1295+1.539
3|08 | 3% (06) (0899) | == 5 0.344+03 (1417
=1539 w1 _ =0.769
; 2 154
4| os | 11000 139-52’— 0344+03(1417)
=154 S =0.769

Here, the last two values are equal at yz = 0.769.

‘Mean slope
-03)(0344) [ 0.9847 + 0.3 (-0.103)
=-0.103 =0.9538
' -0.103 - 0463
2| 0| "O81(0773) | T | 09847+ 0.3 (-0.289)
=-0.463 =
- =-0283 =08
. -0.103 - 0.461
3|06 | "OO0769) | =521 0.9847 4 0.3 (-0.262)
=-0461 -
=-0262 =0.900
wls pale -0.103- 0.461 :
4| 06| "©00769) | =22k 1 09ga7 403 (-0282)
1 . =-0461 : =09
=-0.282 BiE
- — e ——

- Here, the last two values are equal atz=09,
Hence, the required values of ¥(0.6) = 0.769 and 2(0. 6) = 09.

7. Using RK fourth order method, solve the given differential equatie®

dy
ﬁ * 2 =3 =8/%(0)=0,¥(0) =1 with h= 0.2 for ylo.4y? ;

 reowsprd
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on
:‘:: thati :
£, -3y=6
n42y'-3y=6
e Y020 P01, haoa o
L e 0, yo=0
i y=e=hxy2)
4 Y= 7' then (1) becomes
§ F=6+3y-2z2=F(xyz)
sectto \ |
Subj y(O)=1 '
- = 1
Now, using RK met}mdlto find increments, |
ki = hfi (%o, yo, za) . [
=0.2f(0,0,1)=02 ]
It =z (X0, Yo, 20) ; ; |
=0.2[6+3(0)-2(1)]=08

kz = hfi ()m+% i )ﬂﬁ'% .0 +%)
. =02f(01,01,1.4)=0.28
Iz =hf2(0.1,0.1, 1.4)
=0.2 [6+3(0.1) - 2(14)] = 0.7
ks = hfy (Kn‘r% v Yn+523. 4 zni-%)
=0.2f; (0.1, 0.14, 1.35) = 0.27
Is =hf2 (0.1, 0.14, 1.35) = 0.744 1
ks = hf (xo+ h,yo+ ks, 20+ 15) |
=0.2f (0.2,0.27, 1.744) = 0.348
Is =hfz (0.2, 0.27, 1.744) = 0.664

Now, .
k"}é[ka + ke + 2(ka + ka)]

= % [0.2 + 0,348 + 2(0.28 +027)) = 0.274

"%[’3 + I *2“;1-.’3]] g ,
g % [0.8 + 0,664 +2(0.7 0.744)] = 0.725

Then,  y, ayg4k=0+0274=0274
; 51-2«+Is1+0.125-‘1.?25

b ' J
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Again, x1=xe+h=0+02=02

y1=0.274
71=1725' | . >

' Using RK method to find increment on kand

: ki = hfi (3, yuZ1)

=0.2f; (0.2, 0274, 1.725)

=(.345

=hz (x1, y1, 21)

=02 (0.2,0.274,1.725)

=0.674

b

h k I
kz =hfl(3,‘l"‘f ' +? '.21 +5
=0.2f; (0.3, 0.4465, 2.062)
=0.412
P !;_ = hf; (0.3, 0.4465, 2.062)
=0.643
ks =hfi (x: +% Re +_2k3 21 +'l2_2)
=0.2f (0.3, 0.48, 2.046)
=0.409
L =hfz (0.3, 0.48, 2.046)
=(0.669
ke =hfi (1 + h,y1 + ks, z1 + lr)
=0.2f, (0.4, 0.683, 2.394)
=0.478
I+ =hfz (0.4, 0.683, 2.394)
=0.652

1
Then, k=g[k1+k4+2[k:+lu}]

i z
=5 [0.345 +0.478 + 2(0.412 + 0.409)
=0.410
o ;

£ i sl * Is+2(2+ )]

-1 (0.674.+0.652+ 2(0.643 + 0,669)]
=0.658 :
" Now, i
Xa=xi+h502+02=04.
Y2=y(04) =y1+ k=0274 4 0.410 = 0584
[
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the boundary valu (o
3,",_:.'7 it in the ln:m| (:_P;; m;l‘;n':; mﬂ);z and y(2) = 9,
5y (take, h = 0.5 and guess value = 3.25) '[;::; order
s'umuun: o pring]
giventhati : .
y"=6x i
y(1)=2 i
y@=9
h=05
e, y'=z=flyz)
y =7
5 equation (1) becomes,
'=6x=f2 (X y,2)
subjected to
y(1)=2=2(1)
Initial guess value = 3.25
Now, from RK method of second order
Iteration 1:
Xo=1, yo=2, z2o=2
k1 = hfy (%0, yo, za)
=0.5f (1,2,2)
=05%2
=1
h = hfz (xo, yo. 20)
=05x6x1
' =3
k2 =hfi (%0 + h, yo + ks, 2o+ 1)
=0.5f (1.5,3,5)
=05x%5
=25
I; =hf (15,3,5)
=05x%x6x15
=45

Then, k=%(k; +ka) =%{1 +25)=175

I=5 (i + k) =7 (45 +3) =375
% yi=y+k=2+175=375

n=2+]=2+375=575 "1 -

Xi=xp+h=1+05=15
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in, Iteration 2t s
e ky = hfy (X yi21)
= U‘Sf] {1;5) 3'75i 5

=05® 575

75)

2,875
I = hfe (15,375 5.75)
_05x6x15

ke : ;':(1.5 08 37542875575+ 45)
= 0.5 (2, 6.62,10.25)
-05x%10.25

=5125
I: = hfz (2,662, 10.25)

=05x6%2
=6

3 i 125)=4
50, k=-2*{in+k;]-2{z.8?5+5 1

;:%[j”h)_:%ﬁ_sa- 6) =525
Then, xp=x1+h=15+05=2
yz=y1+k:3.75+4=?.?5
z=21+1=575+525=11
Thu
= 9 giving B1 = 7.75.
-9
-3y =6, y{0) =0, y'(0)=1with h=0.2fory(0.4) =7
Solution: e
Given that;

a2
3‘1{4-2%—331':6

or, Y"+2Y'—3y=ﬁ
dy

Let, y':m(:.z

Then, y"=2'

So, equation (1) becomes
2'+2z-3y=6

or, z'=6+3y-2z

Subject to ;
YO=0 - = =0 yo=0 _
Y0=1 = =1 ath=0.2

s, we obtain, y(2) = 7.75 <y(2) = 9 and can be further denoted asyz =

. _ @
Using Euler's method solve the given differential equaﬁm#+ 2_%
[2015/Fal]

-

=@

-8
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S using Euler's method :
Hov v dve :
y=y(02) =yo+hg /=0402 (z) = 02% 1= 02
21=2(0.2) =20 * hz'(xo) from equation (B)
=1+0.2(6+ 3“_2“]
=1+02[6+3(0)-2(1)]=18
- i d
pgain ¥(04) =y1 + by () =yi 4 Td:% =yi+hiz)
=0.2+02(1.8) =056 y '
3 y(0.4) = 0.56 is the required solution,
40, Solve the following differential equation within 0 < x < 0.5 using RK'

" d dy
4" order method. 20 b+ 25— 4y =5,4(0) =0, y(0) = 0,
Take h = 0.25.

e [2015/Fall]
Given that;
dy dy , _
20dx2+2dx-4y—5
dy _

Let, dx—y' =z=fi(xy12)

. dz . ;
Then, Ex'\:‘=y =2 =f(xyz)
or, 20z'+2z-4y=5

5-2z+4
or, z'=—i%+—£=fz[x.y.z}

Subject to
¥(0)=0-x=0,y0=0
Y'{(i] =0—=z=0
and, h=0.25
Now, by RK 4™ order method
. ki =hfy (xo, yo. 20)
" =0.25f(0,0,0)
=0
I =hfz (xo, yo, 20)
. -0+0
=0.25(" 20
=0.0625 .i
1
k2 =hfy (xo-r% Yo +% A zﬂ.f)
=hf (0.125, 0, 0.03125)
=0,25x% 0.03125
=000781

Scanned with CamScanner



\

304 A Complete Manual'of Numerical Methods

I: =hfz (0.125,0, 0.03125)
( -2|D.0352§[fﬂﬂl)
=025% (5 20

=006171 )
ks =hf (m +% " ,‘l'ﬂ""lzg f 10""2:)
=0.25 (0,125, 0.0039, 0.0308)
=0.0077
Is = hfz (0125, 0.0039, 0.0308)
=0.0619 _
ke =hfi (o +h, yo + ks, 20+ 1)
=0.25f; (0.25, 0.0077, 0.0619)
=0.0154
I = hfz (0.25, 00077, 0.0619)
=0.0613

" Then, k:%{kﬂkﬂzﬂmh)]

=1(0+00154+ 2(0.00781+ 0.0077)]
~0.0077 -
I=2 b+ b+ 20+ 1)

: ;
=5[0.0625 +0.0613 + 2(0.06171 + 0.0619)]

=0.0618
50, Xi=x+h=0+025=025
yi=yo+k=0+0.0077 =0.0077
z1=2o+[=0+0.0618 = 0.0618
* Again, k= hfy (3, y1, 21) i’ .. :
- +=0.25f (0.25, 0.0077, 0.0618)
=0.25 x 0.0618 : =
=0,0154
b =hfz (x1, y1,21)
=0.613

bk
ka =hfy (x;rz* i yu-'% i zn%)
=0.25f1 (0.375, 0.0154, 0,0924)

=0,0231 §

; L =hf; (0.375,0,0154, 0.0924)
=0.609
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i h
_k,' = hfy (x: +3. yn"%.. 2 +Lz'-)
=0.25f (0.375, 0.0192, 0.0922)
=0,0230

h =hf2 (0.375,00192, 0.0927)
=0.0611

ke =hfi (i + by + ko, 2 41
=0.25f1 (0.5, 0.0307, 0.1229)
=0.0307

I =hfz (0.5,0.0307, 0.1229)
=0.0609

=506 +kes 200+ k)

1
=5 [0.0154.+0,0307 + 2000231 4 0.0230)]
=0.0229

1
=glh+li+2(h+ 1))

. .
= [0.0613 + 0.0609 + 2(0.0609 + 0.0611)]
=0.0610 ¥ l

Then, x2=x1+h=0.25+025=05
yr=y1+k=0.0077 + 0,0229 = 0.0306
Z2=21+1=0.0618 + 0.0610 = 0,1228

|
|
. Solve the following ditf lal equation within 0 < x < 0.5 using RK !
e et 058123 |
order method. 10 .7 + 2 4~ 3y = 5, y(0) = 0, y'(0) = 0.
Take h = 0.25, . o [2015/Spring] |
Solution:
G[mu,at; ,
&y d
1033+ZEXE“4Y=5

d ;
Let, ﬁ=f=z=f,(x,y,z}

g :

Then, '-dexﬁy:z':r, (% y.2)
5-2

o, ?=__1!‘;]L4'Ix=fx {x’y’z)

i
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Subject to
y(0)=0—-x0=0,yo=0
Y0 =022=0
and, h=0.25
Now, by RK 4™ grder method,
k1 = hfy (o, yo, 20)
= 0.25f (0,0, 0)
=0
I = hfz (x0, yo, 20) .
- 2(0)0 + 4(0) ,
=025 10 ) '

=0.125
kz =hfy (xn +!21 i yo+% : x«+g‘)

= 0.25h (0.125, 0, 0.0625)

=0.25 = 0.0625

=0.0156 .
Iz = hf: (0.125, 0, 0.0625)

2 5 - 2(0.0625) + 4(0)
=025 x SEa bl
=0.1218 )
k3 =hf;()_m+l£' 5 Yo+% ) zo+%)
= 0.25f; (0.125, 0.0078, 0.0609)
=0.0152
ls = hf; (0.125, 010078, 0.0609)
=0.1227 !
k.= hfy (%o + b, yo + ks, 20 + I5)
=0.25f1 (0.25, 0.0152, 0.1227)
. =00306,
h = hfz (0.25,0.0152,0.1227) .
: =0.1203
Now,
k=l[k;+k.+2{k +k
r 2+ ks)]
1

=G0+ 0.0306 +2(0,0156 + 0,0152))
=0,0153 :
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1
f-;[a‘: +h+2.(b+ﬁ]]

I i
= [0125+0.1203 + 2(0.1218+ 0.1227)]

=0.1223

xi=%+h=0+025=025
yi1=yo+k=0+00153 =0,0153
z=20+1=0+001223 = 01223
again, ko =hfi (x1, y1,21)

= 0.25f (0.25, 0.0153, 0.1223)

=0.0305

I =hfz (0.25, 0.0153, 0.1223)
=0.1204

50,

ka =hft(1h +% A y,q-‘l*;l ; z,;%’
=0.25f (0375, 0.0305, 0.1825)
=0.0456

Iz =hfz (0.375, 0.0305, 0.1 #25)
=0.1189

ka:hﬁ(xu-% ¥ ¢% . zn"lg')
=0.25h (0.375, 0.0381,0,1817)
=0.0454

I =hf2 (0,375, 0.0381, 0.1817)
=0.1197

ke =hfy (x1+ h, y1 + ka, 21 + 13)
=0.25f, (0.5, 0.0607, 0.242)
=0.0605

I+ =hf2 (0.5, 0.0607, 0.242)
=0,1189

Then, k:%{k,;mq-zgmks]]
= % [0.0305 + 0.0605 + 2(0.0456 + 0.0454)]
=0.0455 &
=%[ﬁ +h+2(h+ -’3}]_

='é' [0.1204 + 0.1189 + 2(0.1189 +0.1197)] .

=0.1194

Scanned with CamScanner



al of Numerical Methods

308 A Complete Manu

Now, :
x2=x; +h=025+025=05 .
y2=y1 +k = 0.0153 + 0.0455 = 0.0608
za=21+1=0.1223 + 0.1194 = 0.2417

h
12 Sumﬂnglvmdmemﬂdoquﬂonbyﬁxl. order method y* - xy'
+yw0wﬂhln!llalwMﬂbnytD]-a,y'(ﬂ)-Ufaty(ﬂ.!)hldwn-u

[2016/Fall)
Solution:
Given that;
Y -xy' +y=0 )
. Let y"=z'andy'=z
So equation (1) becomes
z'-xz+y=0
or, 2'=xz-y
We have,
y=z=h(xyz)
and, z'=xz-y=h(xy2)
Subject to
y(0)=3 = x=0,y0=3
y(0)=0-+2=0
Taking h = 0.2.
Now, using RK 4" order method,
ki = hifi (xo, yo, 2o)
=0.2f (0,3,0)
=02x0
=0
h =hfa (x0, yo, z0)
=02z (0,3,0)
=02(0=0-3)
=-0.6
k2=h.f1(x,n+%, Y"“%: zu%‘ :
=02h(0.1,3,-0.3) : ks
=-0.06 : '_ 2
k =hfz (0.1, 3,-0.3) . ek
=-0.606 * }

et ke K
ks =hf (!n*-‘i‘ PYerg zuf)
=02 (01,2.97,-0303)
==0.0606 :
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s = hf2 (0.1, 297, -0.303)

. =-06 :

ka = hiy (xo + b, yo + ks, 20 4 1)
-=0.2h (0.2, 2.9394, - 0.6)
==-0,12

I =hf2 (02, 2.9394, - 0.6)
=-0.6118

g 1
k=7 (k4 ke + 2(ks + ki)

1 3
=5 [0+ (~0.12) + 2(-0.06 - 0.0606))
=-0,0602 '

L =Rl b 20+ 1))

e% [-0.6 - 0.6118 + 2(-0.606 - 0.6)] _ !
; =-0.6039 i
Then, xi=Xo+h=0+02=02
: yi=y(0.2)=yo+k=3-0.0602 =2.9398 .
13.. Solve the differential equation y' = x + y using approximate method
within 0 < x < 0.2 with initial condition y(0) = 1 and stepsize h = 0.1.

[2016/Fall]
Solution:

Given that;
y=x+y, 0=x<02
Subject to
y(0)=1ath=01
o w=0,y0=1
Now, using modified Euler's method

. Solving in tabular form
F

1| o 0+1 3 - 1+01x1=11

2|01 o3 saa012 1 +21-_2 =11 | 1+0ix11=111

3 01+111 | 1+121 ;105 | 1+04%1105=11105
01 4z :

-

0.1+1,1105 1_«.153.19.5. 11052 | 1+0,1 x 11052 = 1,1105

Ii'l =1,2105
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lues are equal at y1 = 1.1105.

&7

= Al
Here, last two va
— T

01 [ 2108 =1.2315
2105 + 14315
&l 02+12315 | 221 2
; =14315 : =1.3210
702 14426 1.3265
8|02 1.4431 1.3268

Here, last two values are equal atyz = 1.2431.
Hence the required solution within 0 < x < 0.2 are,
, %=0, yo=1
x1=0.1, y1=1.1105
and, x2=02, yz=1.2431
14.  Employ Taylor's method to obtain approximate value of y at x = 0,2

for the differential equation.
y'=2y+e’, y(0)=0 [2016/Spring
Solution: | : % )
We have,

y=2y+et and y(0)=0
Then, ¥'(0)=2y(0) +e°=2(0) +1=1
Now, differentiating successively and subs tituting
xo=0and yo = 0 we get,
y"= 2y'+e=‘. " y'(ﬂ] =2y'(0) +é°=j(1]+ 1=3
=2y"+er xrur(uj=21;,r-(0}+1=2{3]+1=? .
Y'=2ytee ,  y(0)=2y"(0) +
= 1=2(7 = =
and so on. ' ; : i
Now, putting these values in the Taylor's series. We have,

=} ' b P ] 3
.\'{.R_] ¥(0) + xy'(0) + 1Y (0) +-§—Iym[n] “EIY"'[D) e

yy .
A x2 3

0431+ 7 B)+ SN+ 22 15) 4 ...

sy 3% x5

X+ 2 +?+§x‘+ ,,,,,,,, :

Hence, y(0.2) = 3(02)* 7(0.2y}
y(02) nz.iz—L+_LéaL,5[tgzz‘+

" ¥(02)=02703
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using Runge-Kutta second order

A ey =¥ () =3,¥(0) =0 'wm{ﬂ?_“" diterential squat

n thati
EN.! r- = K}f -y
Let et
equation (1) becomes

gexz-y=fi(x,y,z)

ad ¥'=Z= fi(x,yz)
subject to
y(0)=3-2%=0, yo=3
y(0)=0—2=0
' Takingh =02 i
Now, using Runge-Kutta second order method
ki = hfy (xo, yo, za)
=0.2f1(0,3,0)
=0.2(0) i
=0
h = hfz (x0, yo, 20)
=0.2f2 (0, 3, 0)
=0.2[0(0) -3]
=-06 : y
ka =hfi (xo + h, yo+ ks, zo + 1)
=0.2f (0.2, 3,-0.6)
=-0.12
L =02F(0.2,3,-06)
=-0.624

S0

Then, = % (ki + ) = % [0+ (~0.12)] = -0.06

1
1=5h+1) =%[-o.§— 0.624) =-0.612

M, xi=xo4h=0402=02
Vi=yo+k=3 + (~0.06) = 294
Z=z541=0-0612=-0612

N,k = hfy (31 y1,21) i
' =0.2f; (0.2, 2.94,-0.612)
=-0,1224
I =hfy (0,2, 2.94,-0.612)
=-0,6124

)" =7 b [1}
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ke = hfy (x1 +h, y1+ Ky 21+ 1)
=0.2f; (0.4, 2.8176, -1.2244)
==0.2448

Iz = hfy (0.4, 2.8176,-1.2244)
=-0.6614

Then, k *%{kn +_kz] B% (-0.1224 - 0.2448) = -0.1836

I= % (h+h)= %_[-0.5124 - 0.6614) = ~0,6369
and, Xz=xi+h=02+02=04

ye=y1+k=294-0.1836 = 2.7564

22=21+[=-0,612 - 0.6369 = ~1.2489

16.  Solve the differential equation y' = y + sin x using appropriate methoq
within 0 < x < 0.2 with initial condition y(0) = 2 and step size = 0.1,

; [2017/Faly)

Solution:

Given that; :
y=y+sinx , 0=x<02

and, y(0)=2

i X0 =0, yo=2

Taking step size h = 0.1 i
Now, using Euler's method for solving the differential equation. We have,
. d )
Yonew = Yaid + h dy = Yo+ hilx, y)
Then, y1=ya+ hf (xo, yo)
=2+0.1[2 +5sin (0))
V=22
¥z =y1+hf (x3, y1)
=22+0.1[2.2 +sin (0.1)]
A y2=2.429 :
and, yi=yz+hf(xa,y3)
=2429+0.1[2.429 +sin (0.2)] -
y3=2.691 :

17.  Apply RK-4 method to solve ¥(0.2) for the equation g':%u X %- y

i : & i :
given thaty.= 1 and dx =0 when x = 0. (Assume h = 0.2)

Solution; [2017/Fall, 2017/Spring]
Given that;

dy_ dy

=X gy
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y'= ' -y=0 , .
ot =2 4 e (1]
ur‘ f" =7
m:&uaticﬂ (1) becomes
o pexz-y=flxyz)
ud Y‘=z=f1(& ¥, z)

w0, yo=1, z=0
a h= 0.2
Now, using RK-4 method
ki = hfi (Xo, Yo, 20)
=0.2f (0,1, 0)
=02x=0
=0
h =hfz (0,1, 0)
=0.2[0(0)-1)
=-0.2
ka2 = hfy (an.% 1 yq+-|;—1. zn+JIZ—1
=020 (01,1,-0.1) -
=-0.02 !
Iz =hf2 (0.1,1,-0.1)
=02[0.1(-0.1) - 1]
=-0.202

k.!=hfl()§d]1‘% . )'u+£2-2‘. 7.“12—’-
= 0.2 (0.1, 0.99, -0.101) °
=-0.0202

I = hf2 (0.1, 0.99,-0,101)
=-0.2 d

ke =hfi(xo+h, yo+ ks, 20+ 15) .
=0.2f1 (0.2, 0.979,-0.2)
=-0.04

ls =hfz (0.2,0.979, - 0.2)

Now, =-0.203

k=2 vkos 200 k)]

3 "':: [0 - 0,04 + 2(-0,02 - 0,0202)]
=-0,02006
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I"%[ﬁ*h‘l‘z[h{-h]]

--% [-0.2 - 0203+ 2(-0.202 - 02)]

=-0.2011
Then, xi=x+h=0+02=02
yi=yo+k=1-002006=09799
Z1=204[=0-02011=-02011

Hence, y(0.2) = 0.9799 is the required solution.

al Methods

18.  Solve the given differential equation by RK 4™ order method y" -y

- 2xy = 0 with Initial condition y(0) = 1 y'(D) = 0, for y(0.1) taking °

h=01.
Solution:
' Given that;
¥y -xly' - 2xy=10
let . y'=2
Then, y"=2'
So, equation (1) becomes
z'=xtz+2xy = fi(x, ¥, 7)
and, y'=z=h((xyz)
Subject to
y(0)=1-x=0, yo=1
y(0)=0-z=0
Takingh =0.1
Now, using RK-4* method
k1 = hfy (%o, yo, 2a)
=0.1f.(0,1,0)
=01x0
=0
I =hfz (0, 1,0)
=0.1[0%(0) + 2(0)(1)] -
=0

h k
bt (a3, yo o, w+})
=0,1f; (0.05,1,0)
=0

'l =hfy (0.05,1,0)
=001

[2018/Fal)

(1)

Scanned with CamScanner



golution of Ordinary Differ

°"—‘E‘—§i"£ﬂ'ﬂ_m_s
=0.1f; (0.05, 1,0.005)
=0.0005
1 =hf2(0.05,1,0.005)
=0.010
ks =hfs (xo + h, yo + ks, 20 + I5)
= 0.1f; (0.1, 1.0005, 0.010)
=0.001
Is =hfz (0.1, 1.0005, 0.010)
=0.020

b k=glkieker 20 ek

1
=2[0+0.001 +2(0 + 0.0005)]
=0.00033

I=%[h +1y+ 214 1))

H% [0+ 0.02 +« 2(0.01 + 0.01)]

=0.01

Now,
xi=X+h=0+01=01
yi=y(0.1) =yo + k=1+000033=100033
ni=zo+l=0+0.01=001

2x
8. Solve the differential equation y' =y ~""using appropriate method
within 0 £ x < 0.2 with initial conditions y(0) = 1 and step size h =0.1.

[2018/Fal]

Solution:
Givén thaty

3f'=31r-‘-23|,—x , 0<x<02
and, y(0)=1
* oxs0, ‘yo=1
Stepsize=h= 0.1
Now, using Euler's method

- 2 2(0) _

tasg B 20

l'!=yn+hf{myn]=1+_ﬂ.1‘[1)=1'1
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4 2 : 2(0.1
Again, f(xi, y1) =y1 - T’:l =11 'JITI' 0918

: y2=yi+hf(xy,y1) =11+ 0.1 x 0918 = 11918
Hence, the required solutions are

X0 =0 . Yo= 1
=01, yi=y(01)=11
X2 =02 ' yi=y(02)=11918 ]
dy : 0) =1 for the
20.  Use the Aunge-Kutta 4” order to solve 105 = 4y via:m S
p
' interval 0 < x < 0.4 with h = 0.1. :
Solutlon: i
Given that;

1ogf=x?_+ yt ,0<x<04
. i

or, ¥="qq
Subjected to

y(0)=1-x=0, yo=1
Takingh=0.1 )
Now, using Runge-Kutta 4" order method

0°+1
o= hf (xa, yo) = 0.1F (0, 1) = 0.1 ( - U =001

k2 =hf| xo +%, w+'§—x)=0‘1f{0.05. 1.005) = 0.0101

k= hr('xn + % Yo+ %) =0.1£(0.05, 1.00505) = 0.0101
ks = hf (xo+ h, yo + ks) = 0.1 (0.1, 1.0101) = 0.0103
Then, k= [l + ks + 20z + k)]
'=% [0.01 +0.0103 + 2(0.0101 + 0.0101)]

=001011

50, Xi=Xo+h=0+01=0.1 ;
‘yi=yo+k=1+001011=1.01011

Again, ks =hf (x,, y1) = 0.1f (0.1, 1.01011) = 00103 -

bk -
ke= hr(x,f Zon+ ?) =0.1f (0.15, 1.0152) = 0.0105

S Al e i $
ks= hr(x. o f?)_- 0.1f(0.15,1.0153) = 0.01053
ke = he (xa + b, y1 + ks) = 0,1 (0,2, 1.0206) = 0.0108

Scanned with CamScanner



f golution of (_Jl‘d.il‘lﬂl‘ Differential Equations 317

ekt 20k + ka)] = 0,0105
e +h=01+01=02
© - 1| yi+lc= 101011 + 0.0105 = 1020

M hE (xe ya) = 0.1F (0.2, 1.0206) = 6,0108
h k
hghf(xz AT LA ?’) =0.1f(0.25, 1.026) = 0,0111

k,ﬂﬁ(xz By +%) =0.1F(0.25, 1.0261) = 00111
ko= hf (x2+h, yz2 + ka) = 0.1 (0.3, 1.0317) = 0.0115
52 k:%[x._+k.+ 20k + k)] =00111
a=x2+h=03
yi=yz + k=1.0206 +0.0111=1.0317

5
in, :
. ba=hf (33, y3) = 0.1 (0.3, 1.0317) = 0.0115

bk
ke= hf(xs +3. 74 ;‘) = 0.1 (0.35, 1.0374) = 0.0119

ks =hf(xs +'§' L ¥3+ %) = 0.1F(0.35, 1.0376) = 0.0119
ke=hf (3 + h, y3 + ks) = 0.1f (0.4, 1.0436) = 0.0124
Then, k=_é‘]:ki+k4+2{kz+k3]]=l].0119 -

0 W=x+h=04 _
5 ye=y3+k=1.0317 +0.0119 = 1.0436.

2. Solve the boundary value problem

y"(x) = yix),
y(0) = 0 and y(1) = 1.1752 by shooting method,  *
' takingm=0.8endmy =09 - [2018/Spring]
Solution; . . 3
Given that; . ;
mo = 0.8 and my = 0.9 be Initial guess for y'(0) =m
Then, using shooting method, _
Yeyx) - . y(0)=0gives
Y(0)=m . y'(0)=y(0)=0

an(D) =y(0)=m » n yl\f[o) = Y’(O} =0
YO =y @) =m ,  y(O=y"(0=0

S0 on,
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Putting these values in the Taylor's series. We have,
3 x
Y0 =y(0) +xy'(0) + 51 y(0) + 5y"'(0) + 4" (0) # oo

x? X7

=m|x +‘§'+%+m+ -w--)
¥(1) =m(1+0.1667 + 0.0083 + 0.0002 + o

=m (1.175)
For my=0g, y(mo, 1) = 0.85 x 1.175=0.94
For m=0g9, y(my, 1) = 0.9 x 1.175 = 1.057
So, for better approximation of m,

my, 1] = ¥(1
mz =mj - (my - mo) y(ms, 1) - y(me, 1)
J -1.175
=0.9-(0.1) ‘1]'_%%%6;

=0.9 +0.10085
=1.00085
Here, ma2=1.00085 is closer to the exact value of y'(0) = 0.996.
We know solve the initial value problem
¥'(¥) =¥(x), y(0) = 0, y'(0) = mz
Taylor's series solution is given by
¥(mz, 1) = m; (1.175) = 1.00085 x 1.175 = 1.17599
Hence, the solution atx = 1 is y = 1.176 which Is close to the exact value of
y(1)=1.1752,
22.  Use Picard's method to approximate the value of ywhenx=01,x=

0.2 and x = 0.4, given that y = 1 a|x=nsnd§§=1 + Xy correct to

three decimal places. (Use upto second approximation)  [2019/Fall]
Solution: g '

Given that;

d

=1+ =fxy) 2D
and, xo0=0, yo=1 -

Using Picard's method, we have,
y=yo+l, flc.y) ax
Firstappmxlmztinn, puty'= 1 in the Integrand

2
» I+,C[1+x[1)]dx=1+[,€+52.I=1+x+3§

Second a X
PProximation, Puty=1+x+ 7 Inthe Integrand
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},1=1+[;[1+x(1+x+*x2—2)]dx
=1+I:(1+x+x!+!2:)'dx

=1+ x+2+3+B

oK ox
y,=1+x+2+3+8

SRS L L LR

Now, using the first approximation and taking
x=01,02,04

We have,
Xz 2
y00)=1+x+% 21401+ &L 505

y1(0.2) = 1.06
y1(0.4) =124 I
Now, using the second approximation and taking !
~ - x=0.1,02,04
We have,

2 3
y2(0.1) =14 x +XE +%+%: 1.1053

y2(0.2) = 1.2228

y2(0.4) = 1.5045
Also, the exact solution of y' = 1 + xy is e*

y(0)=e?=1 "

y(0.1) =e® =1.1051

¥(0.2) =e%2 = 1221, .

¥(0.4) = €4 = 1492
Here, y(0.1) = 1.105 is cprrect upto 3 decimal places.
For y(0.2) using y(0.1) = 1.105 as initial value.
Firstapproximation, put y = 1.105 in the integrand .

y1=1105 "‘.-I:_; [1+ x(1.105)]dx
; 2 e
=1.105 +[K +7 (1.105]1”
=1.105 +x +05525%* - 0.1 - 0.0055
=0.999 +x+05525%* ' . :
nd appmx'[mauon_ puty= 0,999 +x+ 0:5525x% in ﬂ}e lnmgrg.nd

y221205 + [, [1 + x(0.999 + x+ 0.5525x)1dx
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=1.105 +I:“ [1 +0.999% + K.’ +0.5525x%]dx

=1.105 +[x +°J§?.’E+3§+.0.5525x4

=1.105 + x + 0.499x2 + 0.333x* + 0.1381x* - 0.1

,0999(01)%_(0.1)° _0.5525(0.1)"
2 IELT
4 =0.999 + x + 0,499x2 + 0,.333x? + 0.1381x*
Now, using the second approximation and taking x = 0.2, 0.4
We hﬂ\fe_ |
“ y(0:2) =0.999 + 0.2 + 0.499 {0.2)° + 0.333 (0.2)° + 0.1381 (0.2)*
=1.2218 )

“ y(0.4) =15036

Here, y(0.2) = 1.2218 is correct upto three decimal places compared to -

exact solution. ’

For, y(0.4), using y(0.2) = 1.2218 as initial value.
First approximation, puty =1.2218 in the integrand.

y1=1.2218 -l-j:J [1+x(1.2218))dx

.2218x7
=1.2218 + [JH' 1 222 X Iz

= 12218 + %+ 0.6109x - 0.2 - 0.0244
=0.9974 +x + 0.6109x2

" Second approximation, put ¥=09974 + x + 0.6109x? in the {ntegrand

j.rz =1 2218+r [1+ (0. ‘3974 +x+0.6109x3)] dx
0.9974x2 x3 0‘6109#
-_2_"'_3_"__-

-4 -
0 9974)(1 x3 0.6109x¢
it T e e

= 1.2218 +[x+

= 0,998 + x 4 —22l 4K

Now, using the second apprmdrnahon and taking
x=04
We have,

y(0.4) = 09989+04+°99“ Ty (04« LJ- gii-'E{(J 9"
4 y(04)=15039
Here, y(0.4) = 15039 j5 currect upto 3 decimal placy
Thus, y(0.1) =1, 105 . g
¥(0.2)=1221
¥(0.4) = 1503
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' Using Runge-Kutta method of second order (RK-2), obtal |
L of the equation y" = y 4 xy' with Initial condition j:\tﬂi = 'l.rI ;(;;’-u::cl.:
find y(0.2) and y'(0.2), taking h = 0.1, - [2018/Fall)

solution:
" (iven that;
yﬂ = w} + y
et Y=t
Then, y" =2
5o, equation (1) becomes
Z=xz+y=fi(xy,z2)
and, y'=z+hlxy, z) |
Subject to '
y0)=1-x=0, yo=1
y(0)=0-20=0
Takingh = 0.1
Now, using Runge-Kutta method of second order,
k1 = hify (%0, yo, 20) y
=0.1f, (0,1, 0)
=01x0
=0
I =hfz (0, 1,0)
=0.1(0(0) + 1)
=01
ka2 =hfi (xo0 + h, yo + ke, zo + 1)
=0.1f (0.1, 1,0.1)

=0.01
L =hf (0.1,1,0,1)
=0.101
Then, :
2 (ki +k2) =3 (0 +0.01) = 0,005 .'
4 '_%(f, +l) = % (0.1 +0.101) = 0.1005

M=K +h=0+01=01
Yi=yo+k=1+0,005= 1,005
“=z+1=0+0.1005 = 0.1005
ki =hiy (x5, y1,21)
= 0.1f; (0.1, 1,005, 0.1005)
=0,01 2l 3

-

Scanned with CamScanner



" . J=hf:(0.1,1005,01005) - :
=0.1015 S ! ; . y
kx-hf:[xﬂh.yﬂk:.zwh] M
= 0.1f; (0.2, 1.015,0.202) .
=0.020 !
l2 =hf: (0.2, 1.015,0.202)
=0.1055 ,

Then, k=3 (i + ki) -1 (001 +002)=0015

1= (h+h) = % (0.1015 +0.1055) = 0.1035

Hence, ;
xz=x1+h=01+01=02
y2=y1+k=1.005 +0.015 = 1.02
2= 21+ 1=0.1005 + 0.1035 = 0.204

24.  Solve the given differential aql.'lallun by Heun's method y" - y' -2y =
3e% with Initial condition y(0) = 0, y'(0) =-2 for y(0.2) taking h=0.1 -

[2019/Spring]

Solution:
Given that;

y' -y -2y =3e= we (1)
Let, y'=z
Then, y"=2'
So, equation (1) becomes

z'-z-2y=3e™
and, z'=z+2y+3e*
Subject to !

y0)=1  —x=0, yo=0

y(0)=-2 -m=-2
Takingh=0.1
Not Heun's method or modified Euler's method solving in tabular form. )

[¥oew = yad + h (10

0+0.1x(-2)=-0.2
i | 2-19 ;
2|01 19 57T =-195 |0+0.1x(-195) =-019
30 = -2-1.882 G ;
0.1 1.882 2 =~1.94|0+0.1 x (-1.94) =-0.194
i le : 2-1882 i ¢
LLI . 1.B:!1 7 =-194[0+40.1 x (-1.94) = -0.194

e
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re equalaty, = -0,194,

323

re, the last th values a
[ - 5

-2 +2(0) + 3¢200) T T
1| 0 a1 - “2401%x1=_19
e TV T oy e S ] :
| -19+2(-02) (141362 et e T
2 0 | 43e0n=1364 [ 2 =148| -2401x 11817
H_'_,_.—F_--_-__-_"___‘_‘_-___'—' = e — ]
| — -1.88 + 2(-0.195) 141,394
3] 01| 4330021304 | 7 =119| -2401x1.19=-1g81
54 )

| +3e200=1394 | ;
-1.88+2(-0.194) 1+ 1.39¢
+3e200=1396 | 2 =119 -2401x119=-1g81

e e
Here, the fast two values are equal atz; = -1_33]“____'__—————

1|o1| -1s81 & -0.194 : ?,0;.3; 2-1331)
? 02 | -1741 ii‘”-zi?ﬂ - _1g1y| 019 ? ?;3«?53-1.311')
s[oz | -7tz LBBL-L712_ ) 206 st fi;;,g-wgs]
402 | -1710 \REELZLTI0_ o0 0194 ey

1,881 + 2(-0.194)
HO | 3e0n= 1.395 =174
1.395 + 1.970 !
2| 0q [1741+2(-0382) | === -1.833 +0%1{21<682]__
1| 3emmn=1970 e =-171
1395+2013 | 4000061 704
3[0q | 1712+ 2(-0375) | =555 1381 :10?11(0 )
7| +3ex1=2,013 i .
N ' 139542019 | ggy+40,4(2.707)
4|0y | -171+2(-0373) ) sl
| #3202 22,019 =1.707 - =1,

E“"“ last two values are equal atzz2 = —1.7:;10.
the required solution of y(0.2) = -0.373.

S5l
MM ; K-4" order method.
5. Solvey =y 4 o y(0) = 0 for y(0.2) and y(0.4) by R balemnbess
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Solution:
Given that;
y=y+e
y(0)=0 —x=0, y=0
Taking h = 0.2 i
Now, using RK-4" order method
ki = hi{(xo, yo) = 0.2 (0,0) = 0.2 (0 + e =0.2

. h k
ke=hf (xn 3 yﬁE‘) =0.2f(0.1,0.1) = 0.241 :

h ok :
k= h.f(xn 3. ¥ +—2—) =0.2f(0.1,0.120) = 0.245

¢ ks = hf [xo+ h, yo+ ks) = 0.2 (0.2, 0.245) = 0.293
Then, 5

k=é[k;+ ke + 2(ke 4.ks)]

= % [0.2 + 0.293 + 2 (0.241 + 0.245)]

=0.244
‘50, Xi=X+h=0+02=02
 yi=yo+k=0+0.244=0244
Again,
ki =hf (%, y1) = 0.2 (0.2, 0.244) = 0.293

' h k
ka=hf{xi+3, y1+ 3‘) =0.2((0.3,0.39) = 0,347

o R
ka=hflxi+3, 1 +:_,~)= 0.2(0.3,0.417) = 0,353

ke=hf{xi +h,y1 + ka) = 0.2f (0.4,0.597) = 0.417
Then, "

k=%[k1 + ke + 2(ke + ka)]

R é [0.293 +0.417 + 2 (0.347 + 0.353))
=0351 : :
50, M=x+h=02+02=04
Y2=y1+k=0.244+ 0351 = 0595
Hence, y(0.2) = 0.244 and y(0.4)= 0.595 are the required solutions.
26.  Applying Runge-Kutta fourth order method to find an approximé®

value of y when X = 0.3 given that: y' = 2.5y 4 e®3* with an Infte
¥(0) =1, taking h = 0.3 AR Y = Ry £ w.[zaiﬂﬂ"']
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/‘,_W
’,ﬁﬂ":c 5

Qi‘“ﬂ:,z_sy+e°-‘" : : 2
,{0]51 —+%=0, y=1" h
n=03

Runge-Kutta fourth other methoq

ki = hf (x0. y0) |

=0.3f(0,1)

=0.3 [2.5(1) + e93+0]-

=1.05

k= hf(xc +%. Yo +%)
=0.3f (0.15, 1.525)

=0.3[2.5(1.525) + e03(015)
=1457

ks =h|'(xu+'l%, yg4%)
=0.3f(0.15,1.728)
=1.609
" ke =hi(xo+ h,yo+ ki)
=0.31(0.3, 2.609)
=2.285

Then, k=% (ki + ke + 2(ks + ki)

=%[1.05 +2.2B5 + 2(1.457 + 1.609)]
=1577
Now,
X=x+h=0+03+03
y1=y(03)=yo+k=1+1577=2577
Z.  Solve the Boundary value problem (BVP) using shooting method by
dividing into four sub-interval employing Euler's method.
Yy +2y'-y=x . - -
- Subjective to boundary condition y(1) =2and y(2)=4. ' [2020F
 Solutign, ~
G"‘huuh
Y2y -y=x
Y=2
:En, Yag
#Quation (1) becomes,
X42z-y=y

(1)

Scanned with CamScanner



326 A Complete Manual of Numerical Methods

or, z=x+y-2z=f(xy1)
and, y'=z=fi(xy,z)
Subject to
y(1)=2 - x=1, yo=2
Assuming
y)=4 =4
And having four subintervals, h = 0.25 .
Now, using shooting method by emlplnying Euler's method
Ati=0,x=1yo=2,20=4h=025
y1=yo+ hhi (%0, yo, 20)
=2+0.25f(1,2,4)
=2+025x%4=3
21 =20 + hfz (x0, yo, 20)
=4+ 0.256:(1,2,4)
=44025(142-2x4)
=275
Abi=1xi=x+h=125y,=32= 125, h=0.25
Yz2=yi+hfi (%, y1,21)
=3+0.25f (1.25, 3, 2.75)
=3+0.25 (275)
=3.687
22=21+hiz (31, y1, 1)
=2.75+ 0.25f; (1.25, 3,2.75)
=2754025(1.25+3- 2(2.75)
=2437 _ :
Ati=2,x=15, ¥2=3.687,22=243,h = 0.25
Ya=ya+hf (2, Y 22) -
=3.687 + 0.250 (1.5,3.687, 2.437)
=4.296
Z3=22 + hfz (1.5, 3.687, 2.437)
=2515 Aot s
ALI=3,%=175ys= 42965, = 2515, h = 025
.v4=y:+hf1[xs.y3,x;].- Sins
= 4296 + 0,251, (1.75, 4,206, 2.5 15)
=4.924
Zs =23+ hf; (%3, y3, 3)
- =2769
Here, given y(2) = 4

and we obtaln V(2)=yy= 4.924 which Is greater than 4,
S0, we choose ¥'(0) =1 =z and carry out the process
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js00=Lye=2%=1h=025 *
,,,,,,\xhﬁ(uw,ze)
=2+025(1,2,1)
:2.25
n=2+hf2(1,2,1)
=125 ¥
pizlx= 1.25,y1=2.25,21=125,h=025
ya=y1+ his (x1, y1, 21)
=2.562
zz=121+hfz (%1, y1,21)
= 1.5
A i=2,x=15y2=2562,2:=15h=025
ya= y2+ hfi (%2, y2, 22)
=2.937
z3= 22 + hfz (%2, y2, 1)
=1.765
Mi=3,x=175y1=2937 2:= 1765 h =025
ya=ys+hh (%3, y1,21)
,=3378
o= 23+ hiz (x5, ¥, 21)
=2.054
Here, we obtain,
ya=y(2) =3.378 aty'(0)=1
Also, we have,
ya=y(2) = 4924 ary'(0)=4
5o for better approximation
Pi=y'(0) =4 s Qi=y(2)=4.924
Pa=y'(0)=1 ; Q:=y(2)=3378
Then to obtainy(2) =4=Q

P=Pi+ ot (Q-Q)

T L S,
=4+337g 4024 (1~ 49%%)

=2.206

So, now using 1"0':)) — 2.206 = zo and continuing the process.

Ati=0,%= 1,y0= 2,n=2:206,h =0'.25
yi=yo+hfi (‘lm,}fﬂ.rx«}
) =2.551
2=y +hfz (o, yo, 20)
=1853

Differential Equations

327
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At =1, = 1.25, y1 = 2.551, 71 = 1.853, h'=0.25
yz=y+hfi (31, yu 21)
=3.014
22= 21 + hfz (X0, ¥1, %1)
=1876 -
At1=2,% = 15,y2=3.014,22= 1.876,h = 0.25
ya=y2+hhi (X2, y2 22)
=3.483
23 =22 + hiz (%, y2, 72)
= 2,066
At i=3,x3= 1,75, ys = 3.483, 70 = 2.066, h = 0.25
ya=ya+hf o, ya, )

=3.995
za =23 + hiz2 (X3, y3, 23)
=2.341
y=2 y=4
T | 3 4!|
Cli 'I.LS_ I!S 175 2
%

Here, we obtain y4 = y(2) = 3.995 which is close to the exact value of y(2)=4.
Hence, the solution at x = 2isy=3.995, '

28.  Write short notes on: Finite differences, [2020/Fall]
Solution: See the topic 5.10 'B".
29.  Write short notes on: Picard's iterative formula, [2020/Fall]
Solution: See the topic 5.2, ;
30.  Write short notes on: Solution of 2™ order differential equation.

] [2016/Fall]
Solution: Ses the topic 5.9,
31, Write short notes on: Bouridary value problem, [2017/Spring]

Solution: See the topic's.10,

A boundary value problem is a system of ordinary differential equations

with solution and derivative values specified at more than one point. Most

commonly, the solution and derivatives are specified at just two points (the

boundaries) defining a two point boundary valye problem. In the field of

differential equations, a boundary valye problem s a differential equation ¢
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value problems are similar to injt;

Eﬂ“d;zuem has conditions specified ;ﬁmm:d:mw
he independent variable in the equation whereas on initia) value wd

. all of the conditions specified at fhe same value of the ind s
cariable (and that value is at the lower boundary of the domain.e:nd:hm
(erm “initial va]ue}_. A boundary value is a data value that norresmn:: to ”
minimum of maximum input, internal or output value specified for :

system or component.

p Write short notes on: algorithm for second order Runge-Kutta (RK-2)
method. ‘[2020/Fall)

Solution:

1. Define function f(x, y)
2. | Getvalues of xo, yn, h, -

where, Xo is starting value of x i.e., xs, X, is the value of x for which y
is to be determined.

3 If % = %» then go to step 7

else
ki=h»f(xy)
ki=hxf{x+hv+k)
k '
4 Onm[niu'in( 1; Jand,
x=x+h
y:ytk

5. Display xand y

6. Gotostep 3

I
3, Write short notes on: Taylor series for solving ordinary differentlal

equations.
Solution: See the lopic 5.3.

34, Write short notes on: Algorithm for Euler methods. [2018/Spring]
1. Define function df{x y) i.e. dy/dx
2. Getvalues of xo, yo, h, X

where, Xo IS Xneo .
X1 IS Xan1
3. Assignxi=xeandyr1=yo
4 Ifxi>x thengotostep?
else

Compute y1 +=hx df (xu. 1)
and, x1 +=hie,xi=xi# h

5. Displayxiandy: ;

6’ Goto step 4.

[2015/Spring)
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ADDITIONAL QUESTION SOLUTION

1 Solvey' ;r!.\-!" y(0) = 1 using AK-2 method In the range of 0, 5,1,

Bolution:
Given thay;

iy ;;{7 =f(xy)
Subject to
y0)=1 = xe=0Oandyo=1
in the range of 0, 0.5, 1, so taking h = 0.5
Now, using RK-2 method
ks = hi (e, yo)
=05x=f(0,1)

1
=0.5x (_0’ ” 1,)

=05
‘kz = hf (o + h, yo + ki)
.=05xf(05,15)

i
= 05 x (_-_D,sz = 1,5’)
=03
Then,
1 1
ck=g (ki + k) =35 (0.5+03) =04
50, Xi=Xo+h=0+05=05
yi=yo+k=1+03=13
Again, .
k1 = hf (x1, 1) ;
=05 = (0.5, 1.3)

1.3
= (0.5* v 1.3’)
=0,3351
ka2 = hf (3 + h,yi + k)
=05 x f(1, 1.6351)
1.6351
=05x% (‘11 - 3.63512)
=0.2226
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] 1 :
k=5 (ks + k) =7 (033514 0.2226) = 0,273
a=xi+h=05 +05=1
yo=y1 +k=13+02788 = 157gg

solve the BVP: ¥" + 3y' = y 4, y(0) = 2, y(g)

. mlnﬂﬂnﬂadlﬂemmmnthnd =Satx=051,15
iven wat
y a3y =y ext o (1)
y(0)=2andy(2) =5
al‘ld: h= 0.5
%=2. ¥y Y20 ¥s y=S
|
|
x=0 05 1 15 x=2
Now, from finite difference appmximauon. we have,

-di y= Zh o [y = yia)

2,
1
! %‘x{‘=W=F{yl-1-2ys+ym]

Now using the approximated value in equation (1),
1 3 :
?bm: = 2y1+ i) +3h [y =yal =m +xi
Puti=1,ath=0.5

051&7 2y1+yo]+2,05()& yo) =y1+xi

or, 4y:-Byi+4yo+3yz-3ye=y1+ xi
Substituting the values of yo and X1
dy: - Byr + 4(2) + 3yz - 3(2) =y + (0. 5) b "
O Ty2-9y=-175 | : i s
. Again, ; :
Puti=3,
4ys-2y:2 +y1) + 3(ys - Yl)"}"Z wxd
O 4 Tys- Oyz + 4y1-3y1 = e
s""sﬁlllﬂng the values
Yi+Ty3-9y=1°
or,

wen (B)
to =%+ Ty=1
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Again,
Puti=3, , _

a-2n+y) +3u-y =l o
or, dys-Bys+4yz-3ys-3y2=Y3 +x
Substituting the values
or, 4(5)-8y:-y:+4y:2-3y2 +3(5) = (1.5)°
or, yi1-9=-3275
Now solving the equations (A), (B) and (C), we get,

y1=27716 ’

y2=33134

y3 = 40070
Hence, the required solutions are;

‘xm=05 , y1=27716
x=1  , y;=33134
X3=15 , y;=4.0070

N

of Numerical Methody -

3. Solve the following boundary wvalue problem using the finie
difference method by dividing the interval Into four sub-intervals,

y"=e"+2y' -y; y(0) = 1.5, y(2) = 2.5
Solution:
Given that;
yi=er+2y'-y
y(0) =15, y(2)=25
Dividing t.h.e Interval into four sub-intervals

Yo=15 y, yf ¥i  y4=25
|

%=0 =05 %=1 x;=15 x,=2

Here, =05
Now, for finite difference approximation, we have
d 1
A

dy

AL
dx::y =.-I-1-;[y..1~2y1+y;_1}
'Now using the approximated value in equaﬂori.[lj,
5 2
1 D= 2yi 4 yia] _=e'1 +on Ve -yl -y
Puti=1,ath=05 - y
1 2 ! —2
0.5 02214 yo) = 4 e (2 - o) -y
or, 4Y:-By1'+4-yn-e"‘+2yz-2yn-y1

well)

—
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tuting ng the values N
2y2-Ty1=€"*-2(15) - 4(1. 5)
2yp-Ty1=-7:3512

suhid

af

ti=2
i alys-2y2 Y1) =€ 4 20—y} -y,

4ys-8y2+ dy1=e' 4 2y;3- 2y, - -y
bsﬁﬂ-‘uns the values
2y3-Ty2+ 6y1 =e!
i e Tyz+ 2y3=2.7183
puti=3
Afys-2y3+y2) =€+ 2(ys-ya) - yy
o,  Ays-Byatdyz=ebe2ys-2y -y,
or, 2y 7y3 + byz = e¥
substituting the values
or,  6yr-Tya=e'$-2(25)
or, 6y2-7ys= -0.5183
Now solving the equations (A), (B) and [C]J we get,
yi=1.3487
yz=1.0447
ya=0.9695

2 -
4 Solve %ﬁ- . ¥;+—f§ using RK-4 imethod, for y(0.4)

Given, y(0)=1,h=0.2.
Solution:

" Wehave,

d Z_XZ
=)

Subject to
y(0) =1 - x=0, yo=1l
Ath=0.2
Now, using RK-4 method
ki = hf (%o, y0)
=0.2£(0,1) ¥

=02 :
. h B_x)
ke =hf{x+3, Yotz )
=02f(0.1,1.1)

e (A)

e (B)
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117401
=(.1967
"h ks
ks =hr(sc. +3, yn+‘2_)
=0.2f(0.1,1.0983)
=0.1967
ks =hf (x0 + b, yo + ks)
=02 (0.2, 1.1967)
=0.1891

Then,

k=g D ks 200 ko)

= % [0.2 +0.1891 + 2(0.1967 + 0.1967)]

=0.1959
50, Xt=Xo+h=0+02=02
" W Yizyee ks 1+0.1959 = 1.196
Again,
ks =hf(K:.)":]
=02f(0.2, 1.196)
=0.1891
kz = hi( x, “;. Vi +%J')
=0.21(0.3,1.2906)
=0.1795

ks = hf{ x, +%, y;-'-%f-')
=0.2f (0.3, 1.2858)
=0.1793

ke =B (x + b,y + ky)
=0.2f (0.4, 1.3753

=0.1688 ' .
Then,

k=g B+ 4 20k k)
z%[u.zsgl +0.1688 + 2(0.1795 + 0.1793y)

=0.1792
50, =x+h=02+02=04

Y2=y(04) sy 4 k= 1196 +0.1792 = 13752 -

\

al "'-‘tha“
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the following simultaneoys

solve differeny

5 ,.coﬂd;d“ Mh:‘: atx=01ando2 fal equations using Rk
=XZ+1 o= !
i dx = ~XY with Initia)

. dx x conditions ¥(0) =0, 2(0)=1
oo

that;
given

%’Y‘ =1 +x1=f)[x,y,:)
! gi::'= -xy = fa(x,y, 7)

to
SIIW"';{U]SD = X%=0, yy=0

2(0)=1" - =1
jlh= 0.1
Now, using Runge-Kutta method of second order
k1 = hfy (x0, yo, 20)
=010 (0,0,1)
=01 %[1+0x(1)]
=01
ho= 0.8 (%o, yo, 70)
=0.11: (0,0 1)
=01 ={-050)
=0
kz = hfy (%04 I,y + Ky, 204 )
=010 (001, 01, 1)
=01 x(1+01x1)
=0.11
I = hfz (0.1,0.1,1)
=01 % (-0.1 x 0.1)
==0,001

Then, k=%[k, +ka) =—% (0.1+0.11) = 0.105

1 1
1=3 (h+12) =3 [0 + (-0.001)] =-0.0005

W xi=x+h=0+01=01
Vi=yo+k=0+0.105=0.105
21=7+ [ = 1 - 0.0005 = 0.9995

Again,

ki = hfi (%1, y1, 21)

" =0.16 (0.1,0.105,09995)
=0.1 % (1+0.1%0.9995)
=011 :
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I = hf: (0.1,0.105,0.9995) ;

=-0.0011
tkz =hfy (xa+hy+ ki 21 +h)
=0.1f; (0.2, 0.215, 0.9984)
=012
I = hf: (0.2,0.215, 0.9984)
=-0.0043
Then, ¥

“*';'(kx +k2) =%(u.11 +0.12) =0.115

1=% (h+kj= %(’—u.uan - 0.0043) =-0.0027

Hence,
'x:=x|+h=0,l4l).l=tl.2
y2=y1 +k=0.105 + 0.115 = 0.22
zz=2; + 1= 09995 - 0.0027 = 0.9968

i

6. Solva-:-:-- log(x + y), y(0) = 2 for x = 0.8 taking h = 0.1 using Eulers

method.
Solution:
We have,
d
‘a‘,‘fﬂos{x*yl
Subject to
y(0)=2 = X=0 yo=2
Taking h = 0.1 '
Now, using Euler's method in tabular form
o oy - 5 '
i bt L @losxey) youzyurht |
1|0 2 log(0+2) = 030102 |2 +0.1(0.30102) = 2.03010
2 | 01 | 203010 032840 2.06294 :
3|02 | 2.06294 0.35467 2.09840
4 | 0.3 | 2.09840 037992 2.13639
5| 0.4 | 213639 0.40421 217681
6| 05 | 217681 0.42761 2.21957
B i el 2y
7| 06 | 2.21957. 0.45018 2.26458
8 | 0.7 | 226458 047196
47196 231177
9|08 | 231177, 1 i

Hence the required approximate value is 231177 for x = 08,

_f
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8. ogtxe

'Differe-ntis.! Equatie
ns

| g0 z
. . : aay .
 golve the following by Euler's mogifieq method: 37

y(O)-Zatll‘l.lnﬂﬁLﬂM‘lhhno.!

Wﬂqat:
%slﬂﬁ[ﬂ'ﬂ
wb'-,_.ﬁto
y(0)=2 = X0=0, yp=2
Mh‘:l}.z
yow, solving in tabular form :
L =55 P ____'____—'———
&a =log (x+y) Mean slope. |yt %
i e i o e i _
110 [log(0+2)=0.301 ol 2+0.2(0.301)=2,0602
202 [10g(0.2+2.0602) | 5(0.301+0.3541) | - 2+0.2(0.3276)=2.0655
| 2009010050 | :
2 et
3{02 |1og0.2+2.0655) | 5(0.301403552) 2+0.2(0.3281)=2.0656
Lo e ]
Here, last two values are equal at y; = 2,065,
i %‘?’ﬂg;{xw} - Meanslope, . fyye,
+)0z| 03552 B [2.0656+0.2(0.3552)=2.1366] -
- 1
i Ei_ 103(0.4+2.13§5] 5(0.3552+0.4042) [2.0656+0.2(0.3797)=2.1415
604l 1 (
08(0.4+2.1415) | 5(0.3552+0.4051) [2.0656+0.2(0.3801)=2.1416,

—_—

fiere, last two values are eq

ual at yz = 2.1416,

| yuow = yau+ h(mean

2.1416+0.2(0.4051)=2.2226

3(0.405140.4506)

2.1416+0.2(0.4279)=2.2272

3(0.405140.4514)

21416402 (0.4282)=2.2272

Ll

125t two values are equal at ys = 2.2272,

I Y .
2.2272+0.2(0.4514)=2.3175

98 |1og(0.8+2,3175)

1(04514+04930)

2,2272+0.2(0.4726)=2.3217

%8 |1og(0.8+2.3217)

2.2272+0.2(04727)=2.3217

5(0.451440.4943)
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Here, last two values are equal at ys = 23217,

B [t

= yoid + b

13|08 0.4943 =

2.3217+0.2(0.4943)

14| 1 | log(1+24206) |}(0.4943+0.5341)

15| 1 | log(1+24245) |3(0.4943+0.5346)

Here, last two values are equal at ys = 2.4245.

* Mean élu'p'e’-. | e

16

n W AT
2.4245+0.2(0.5346)=2.5314

17| 1.2 |log(1.2+2.5314) %{0.53464-0.5?19}

2.4245+0.2(0.5532)=2 5351

18 1.2 |log(1.2+42.5351) %(0,5346+0‘5723)

2.4245+0.2(0.5534)=2.5351]

‘Here, last two values are equal at ys = 2.5351,

42

o ‘Zﬂ;lahs_lé'pg

19|12

. 2.5351+0.2(0.5723)=2.6496

20 | 1.4 |log(1.4+2.6496)

%[0.5 723+0.6074) |2.5351+0.2(0.5898)=2.6531

|21] 1.4 |10g(1.4+2.6531) | 0.572340.6078)

2.5351+0.2(0.5900)=2.6531

Here, last two values are equal at y; = 2,6531,

Hence, y(1.2) = 2.5351 and y(L.4] = 2.6531 are ¢

. values,

he required approximated
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SOLUTION OF paRTIpy,
DIFFERENTIAL EQUATIQNS

AA A

6.1 INTRODUCTION

Partial differential equations arise in the study of many branches of applied

-:Jthemaﬁcs, For example; in fuid dynamics, heat transfer, boundary layer

oW, clasticity, quantum mechanics and electro-magnetic theory, Only a
few of these equations’ can be solved by analytical methods which are also
tomplicated by requiring use of advanced mathematical techniques. In
Most of the cases, it is easier to develop approxi lutions by
Mmerical methods. Of all the numerical methods available for the solution
o partial differential equations, the method of finite differences is most
®mmonly used, In this method, the derivatives appearing In the equation
™ the boundary conditions are replaced by their finite difference
*Wations, Then the given equation is changed to a system of linear
*Wations which are solved by iterative procedures. This process is slow

t produces good.results in many boundary value problems. An added

¥antage of this method is that the computation can be carried by

nic computers, To accelerate the solution, sometimes the method of

ton proves quite effective. .
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DER EQUATIONS :

6.2 CLASSIFICATION OF SECOND OR ;

8 ntial equation of the second order ip o
The general linear partial differe
independent variables is of the form. aiu- siag
: &u gu ( . _—._—) =0
ﬂ(mr].%m[x.y}m——w[xir]ay_p XY oy Gy )
Such a partial differential equation is said to be
a) Ellipticif B* -4 AC<0
b)  Parabolicif B*- 4AC=0

2 0

c) Hyperbolic If B* - 4AC > 2
A partial equation is classified according to the I'IEEIDH in which it is desjred
to be solved. For instance, the partial differential equation fu + fy = 0 45
elliptic if y > 0, parabolic if y =.0 and hyperbola ify < 0.
A. Finite Difference Approximations to Partial Derivatives
Consider a rectangular region R in the x, y plane. Divide this region into a
rectangular network of sides Ax = h and Ay = k as shown in figure 6.1. The
points of intersection of the dividing lines are called mesh points, nodal
points or grid points.

¥ R
(%, y+k)
4 (T3]
(x-h.y) (%) (x+h.y)
(i-i.1) (0] (+1.)

(% y-k)

%‘ (i.j-1)
X

(Ax=h)
Figure 6.1
Then we have the finite difference approximations for the partial derivatives

=]
L=

in x-direction. d
du_u(x+hy)-ufxy)
s +0()
uxy)-u(x-h,y)
% v +0h)
_u(x+hy)-ulx-hy) | :
AT Pl L
o %L’LMMM

n? +0(h%

Scanned with CamScanner



golution. of Partial Differential g uati
. ons a4y

wrﬂiné sy =ullh, lk] as simply uy the above
; 2 =M",:—““+ 0(h)
uy = U | e
S 1) R

approximations become

g+t = Ui {
= SR, oYy

| S (3)
s u_u;.i\in.;_ﬂm +0(h?) 4)

imilarly, we have approximations for the derivatives with respecttoy,

=S o (8)
iy e B e @)
AR, 2 S T Yl

o }-J%Jﬂum oK) . - (8)

Replacing the derivatives in any partial differential equation by their
corresponding difference approximations (1) to (8), we obtain the finite-
difference analogues of the given equation.
B.  Elliptic Equations
The Laplace equation,
Fu & :

Vu=3a+ %L; =0 e
and the Poisson's equation,

Fu du

oy = 1%)
are examples of elliptic partial differential equations, The Laplace equation
arises in steady-state flow and potential problem. Poisson s equation arises
in fluid mechanics, electricity and magnetism and torsion problem.

¥ ' N

+ Boundary conditions
sy, Prescribed
. ateach '
; pointof €
3 (lhlmd]

o (2]

b=
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The solution of these equations Is a funttion u(x, ¥) which is satisfied o
every point of region R subject to certain boundary conditions specifieq o,
the closed curve, 2

In general, problem concerning steady viscous flow, equilibrium stress f
elastic structures ete lead to elliptic type of equations.

C.  Solutions of Laplace's Equation

Zu o :

o2t =0 - (1)
Consider a rectangular region R for which u(x, y) Is known at the boundary,
Divide this region into a network of square mesh of side h as shown jp
figure 6.3, (Assuming that an exact sub-division of R is possible). Rgphﬂns
the derivatives in (1) by their difference approximations, we have,

Y
bys by bys big

bys :

b

At oy [daa Jigg |05
bis Uy ugz |ua4 bea
b b
st Uz [uzz |Ugz 52
by,

e}
bia Byy by by, '
Figure 6.3

1 N |
12 [ = 2, ] - 2u + ] = 0

1 .
or, Uiy = : [ + Yirk g + Ugjer # W] ] —(2)

This shows that the value of y at any interior mesh point is the average of
Its values at four neighboring points to the left, right, above and below.

Equation (2) is called the standard 5-point fo i
P % p .r‘mula which is exhibited in

Flgure 6.4
Sometimes a formula similar to equation (2) is used which is given by,

U= (g # Wi 4 Mot # Uy ) i (3)
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. T Ua

ows that the value of u is the ave

sh :
:-:iis oring diagonal mesh points. Equation (3) Is calle values at the foy,

: d the d|
formula which Is represented |p figure 6.5, agonal five-
point ccurate than equation (2), yet aems“:‘_:‘ﬂush €quation (3) ig

a :
[";;wﬂmaﬂon for obtaining the starting valyes ¢ the mes:;;‘:lr:bi? good

Uiy 4
L = —.___',i"ﬁm

tiong 343
Tage of its

Ujaq, ol
L N RE

Figure 6.5

Now, to find the initial values of u at the interior mesh poi
the diagonal five-point formula (3) and compu T o
nthis order. Thus, we get,

te 3,3, Uz4, Us4, Ug2 and ug
: §
ws3=7 (brs+bs1+bss+bya)
Sl
uu=z{]h.s+ua.3+b3.s+h:.3}
Uga= % (ba.s+bsa+bas+uss)
1
we=g [usa+bs1+bai+bss)

uzz =% (b1,3+ b3 1+ u33 +by, 1)

The values at the remaining interior points ie, uz3, Uss, Us3 and usz are
computed by the standard five-point formula (2). Thus, we get,

uz3 :% (b1,3+ uz,3+ uze+uz21)
uz s ‘-'% (uz.4 + a4+ b35+ u33)
Us,3 =% (U35 + bs3 + Uga+1s2)

u:.z:%(uzz+u4,z+ug,3+u;,l} ‘ !
Having found all the nire values of ) once, their accuracy iump:ut::i I;;
. elther of the following iterative methods. In each casei, :e?bmmes
Tepeated ‘until the difference between two consecutive itera

negligible,
) Jacobi's Method
tosolve (2} is.
Denoting th nt jterative value of uy by uls the Rerative forma tosalve () @
o) _ 1 0, @ gl
W = 7 0]+ uied + it VU ’ sh points and s called the

It gives improved values of i) at the interior me
Point of Jacobi's formula.
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)  Gauss-Seidel Method ]

In this method, the iteration formula Is,

: > +1) {n} s .
ulfil = % [+ uff), + uffed + 0 adl

It utilizes the latest derivative value available and scans the mesy Polity

symmetrically from left to right along successive rows.

The accuracy of calculations depends on the mesh seize le., smaller the

* the better the accuracy. But If h is too small, it may increase rounding ur;

errors and also increases the labor of cmpputalion.
D.  Solution of Polsson' Equation

2
Here, %+%=r{m} _ = (1)
Its method of solution is similar to that of the Laplace equation, Here the
standard five-point formula for (1) takes the form, * :
et # Uier | + Ui ot + U j-1 — 4 1y = h? {(ihy, jh) e (2)
By applying (2) at each interfor mesh points, we arrive at linear equatigng

in the nodal values us;. These equations can be solved by the Gauss-seida]

method.
E. Parabolic Equations

i . &u &u, )
The one-dimensional heat conduction equation E:'c*‘a;xs a well known

example of parabolic partial differential equations. The solution of this
equation is a temperature function u(x, t) which is defined for values of X
from 0 to 1 and for values of time t from 0 to . The solution is not defined
in a closed domain but advances in an open-ended region from Initial
values, satisfying the prescribed boundary conditions,

tm
Solution advances
y : Boundary
f::mr:s = e conditions
rescribed Open-ended prescribed
Proucetn, domal along this
along this ! + Al "
line R ine
4 ?: -
t=0 ; o

Initial conditions A )
prescribed aking this Hné—/ + i

Figure 6,6

In general, the study of Pressure waves in a fluid, propagation of heat and .

un{teadymte problems lead to parabolic type of equations.

_
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golution of One Dimensional Heat Equation ‘ 18 348
M_ a2 gy " ;
— axz 5
7 ()

k
ere =50 is the diffusivity of the substance (cm?/sec) -

1dt Method
psider 2 rectangular mesh in the x.t
rection and k along time t direction, Dep
assimply W '
We haﬂ‘!. "
_@__1 Upjer = Uig
a- k

plane with spacing h alg
ng x-
oting a mesh point (x, )= {il'fj:)
\

Fu_ Uiy = 200+ Uy
ad = h?

mladﬁg these in equation (1), wle get,

ke? -
ULt = U =T [0 = 2+ s ]

or, Uit =0 Wes )+ (1= 20 w4 o, LT
ke

where, @ = F is the mesh ratio parameter
This formula enables us to determine the valﬁe of u at the (i, j + 1)" mesh
point in terms of the known function values at the points X1, X and X1 at
the instant t,. It is a relation between the function values at the two time
“levels j + 1 and j and is called a two level formula. In schematic form
eguation (2) is shown in figure 6.7. ; - |
¥

(i,j+1) | G+ Dthlevel

jthievel .

'h
a-Lp] Gp] O+ud

?l;uu-ﬁ.'r ¥
g hich Is valid
Hence, aquation (2) s called the Schmidt explicit formula W
Olyfor 0 < <12, ;
of Two Dimensional Heat Equation
2u 5 du u ! ot (1) 3
. @& =C "'5-&5; ' 1 heat equation
1 a

.n" Methods employed for the solution of one dimension

Cinbe quation (1)

readily extended t6 the solution of e

"
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Consider the square reglon 0 S xSy <4 and assume that u is known at

this square.

ints within and on the boundary of 3

rr%. is the step-size, then a mesh point ¥ ) = (h “;:nn :;ay be den

as simply (i, J, h). Replacing the derlvatives in (1) by their finite differenc,

approximations, we get, : o ;
Wi ins = "““=£zi[[\ud e Zuitgn + Wt g+ (UL = 2Uiga+ Uy )
b ;

1
few  Uupabt = Uipn # QU ju #etgn + Ut = 4U4s) )
where, o =% !

This equitjon needs the five points-available on the n plane.
t [

(Lin+1)
(ij+1,n)

(i+14mn)

[

&fij,n-1)
Figure 6.8
The computation process consists of point-by-point evaluation in the (n +
1)* plane using the points on the nt plane. It is followed by plane by plane
evaluation. This method is known as alternating direction explicit method.
F. Hyperbolic Equations

& -
The wave equation El: = a'“:fts the simplest example of hyperbolic partial

differential equations. Its solution is the displacement function u(x t)
defined for values of x from 0 to 1 and for t from 0 to o, satisfying the initial
and boundary conditions. In the case of hyperbolic equations, however, we

have two nitial conditions and two boundary conditions.

Such equatlons arise from connective type of problems in vibrations, wave
mechanics and gas dynamics, ‘

" Solve the elliptic equation us + Uy = 0 for the following square mesh Wi

boundary values as shown In figure,
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0

0 0 IHDIJ 500
1000 L
1000
20002 Jua__Ju '
- 2000
1000| U
1000
¥ 0 L__ Dl

500 1000 sgg 0 .

uy, Uz U3 UP 0 Us be the values of y at the inter
seboundary values of u are symmetrical about AB, o OIS Since
s Ur=unUe=UZ Us=uy

Nlso the values of u being symmetrical about cp

U3 = Uy, Us = U4, Us = Uy
Thus itis sufficient to find the values of uy, uz, ug and us
Naw, we ﬂnd their initial values in the following order

us= [20!]0 +2000 + 1000 + 1000)[using standard 5 point formula]
= 1500

= 3',(0 +1500+1000 +2000)  [using diagonal 5 point formula]
=1125

1 :
Uz =7 (1125+ 1125 + 1000 + 1500) [using'standard 5 point formula]
= 1138

= ? (2000 + 1 125+1500 + 1125][uslng standard 5 point formula)
=~ 1438
Kow, we l:ar‘ryout the iteration process using the standard forrnulae

=z [mnu +u?+500 +uf]
7‘.' [n’“ +ul +1000 +ul]
u:‘- [u“1+ug+zunu+uﬂ”

n+l

ug* =;F[u“"+u +uf+ul)

it teration, put n = 0
ul=7 (1000 + 1188 + 500 + 1438) ~ 1032
"l‘itmsu 1125 41000 + 1500) = 1164
“"%mﬂﬂ +1500 + 1032 + 1125) = 1414’
ud =X (1414 +.1438 + 1164 + 1168) = 1301
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Second ibetauon. putn=1
ul= : 1 (1000 + 1164+ 500 + 1414) =1020

ui=} -(1020 +1032 + 1000 +1301) = 1088
ui= (2000 +1301+ mzu +1032) =1338

ub=1 (1338 + 1414 + 1088 +1164) = 1251
Third iteration, putn =2 y
‘ﬂ‘:lf(:ono +1088+500 + 1338) =982 *
ul= (982 + 1020 + 1000 + 1251) = 1063
=1 (2000 + 1251 + 982+ 1020) = 1313

ul = (1313 + 1338 + 1063 + 1088) = 1201
Fourth iteration, putn =3
uf= % (1000 + 1063 + 500 + 1313) =962

\ ut= 2 (969 + 982 + 1000 + 1201) = 1038
u1=;‘{(zuuo +1201 + 969 +982) = 1288
uiz- (1288 +1313 + 1038 + 1063) = 1176

Similarly,
ui=957 , ui=1026 ~, ui=1276 , ui=1157
w=951 , uf=1016 , ui=1266 , uf=1146
ui=946 , ub=1011 , ui=1260 , wui=1138
uf=943 , uf=1007 , ui=1257 , ul=1134
ui=941 , ui=1005 , wi=1255 , ul=1131

* uf=940 , u"=1003. , ul’=1253 , ul’=1129
ul'=939 , wi'=1002 , " ul'=1252 , ul'=1128

e ]

]

There is a negligible difference between the values obtained in the tenth

and eleventh iterations.
. Hence,
u1 =939,
us= 1252

lean the valuau of u(x, y) on the I:l::w.m{:largur of
the square In the figure, Evaluate the function
u(x, y) satistying the Laplace equation Vu=0
at the plvotal points of this figure by

a) ' Jacobl's method

b)  Gauss-Seldel method

p2=1002,

e . :1000 1000
us=1128 {o00—1800_10

uy

2000 w

u,
2000 ly s

1000

500 i
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h 9’":::111 o nitiﬂl values of uy, uz, U3, Us, We assumg that U= 0, Then
£ 3' (1000 +0+1000 +2000) = 1000 [Diﬂs-’furrnu!a]
s = § (1000 + 500 + 1000 + 0) = 625 =
- % (2000 + 0 + 1000 + SIJOJ‘_= 875 i:::dd:: ::rrmn:]h]
abe % (875+0 + 625 +0)=375> [Standard fonm:I:;

We carry out the successive iterations, using Jacobj'

'} 5 \{2 Sfﬂl’m'l.lia.e‘
D

Is) | 3 (U )

; §(3000+625+875) %{muousumsm 1[2500+1uoo+375]
=1125 =719 =969 e
7| 1172 750 1000 422
7 | 1188 774 T doze 438
4] 1200 782 . 1032 450
5 1204 788 1038 454
6 12065 790 1040 456.5
7 1208 R 1041 | 458
B 1208 7915 10415 458

Ther_e is no significant difference between 7 anid 8 iteration values.
Hence, ui = 1208, uz = 792, us = 1042, us = 458
b) WE carry nut the successive iterations, using Gauss-Seidel formulae

i f Fl 32
H 1
703000+ 625+ | (1125 + 1500+ 3(2500*375" 7(1000+
875) = 1125 375)=750 | 1125)=1000 | 750)=438

1188 "~ 782 - 1032 (454
1204 789 1040 458
1207 791 1041 458
1208 FOLE T 10415 '458.25
There is ng significant difference between Iastl:wb iterations

/Ui = 1208, uz = 792, us = 1042 anduq= 456

glven that
8m‘"“"ﬂPi:llnol'lOcll.mtlonr.!nx*'-hnt"’m mo-:u:‘l .41

“0.9)=0, ufx, 0) = 0, u(1, y) = 100, u(x, 1)=1008

/

ndh =g
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Solution: i A
Glven that; !
Uy + Uy =~ B1 xy
From the given boundary, the figure can be illustrated as,
e o 100 100 100
0 CE G
ol Y M loo.
Hereh = %

The standard five point formula for the given equation is

Uk, ) # st # UL jot + Uy -1 = 4y = h?f(ih, jh)

; = h? [-81 (ih - jh)]

=h* (-81)jj
= (1)

Forw (i=1,j=2) )

O+uz+us+100-4u=-2 y
e, -4ui+ur+us=-102 " S )
Foru:(i=2,j=2) : 3

U1+ 100 + s + 100 - 4up = —4
Le, W-4uz+us= =204 ()
Forus{i=1,j=1) -

0+ue+ 04w -4u3=-1
ie, | w-duztus=-1 -8
Foru(i=2,j=1)

Uz + 100 + uz - 4uy=-2 -
ie, uz+us-4ys=-102 -6
Subtracting (5) from (2),

=4us + 4ui=0
le, w=u

Then (3) becomes
i 2uy - 4uz=-24p ; 3 ’ : = (6)
and, (4) becomes ;
2 - dyz =] -0
Now, 4 % équation (2) + equation (6) glves, .
“14ui +duy s -g1p ~

Scanned with CamScanner



- golution of Partial D'ifferentlnl Equatj
| : . Ationg as1

m+ (8) glves
'12"“.1 = ’613

s 613‘ 3
we'1z =51.0833 = uq

1 o
(o (©)w=3 (0 +102) 2765477

1 AT
I'Wm(?}' “.3‘-2' u +'i') =25.7916

g

the boundary value problem u = y
o, ) = 0 and u(x, 0) = sin px, 0 < x < us}

umﬂ'u=%)-
: 1
wh:ﬂ.‘.’.andu:g

e Under the conditions u(, 1) =
ng the Schmidt method (take h =

& q:%gl\f&gk= 0.02
i .
Since &0 =5, We use the Bendre-Schmidt relation
1
Uijer = (Wien + tisn ) e (1)
wehave, u(0, 0) = 0, (0.2, 0) sin g = 0.5875

2 B oo SlEnion
u(04,0) = sin 5 = 0.9511,u(0.6, 0) = sin g = 0.951

u(0.8, 0) = 0.5875, u(1,0) =sinx =0
The values of u at the mesh points can be obtained by using the recurrence
relation (1) as shown in the table below.

0 0 | 05878 | 09511 | 0.9511 | 05878 0
.| 1 o T04756 | 0.7695 | 07695 | 04756 | O
S0 2 0 103848 | 0.6225 | 0.6225 | 03848 | 0
2% 3 0 | 03113 | 0.5036 | 05036 03113 ©
008 |4 o 02518 | 0.4074 | 04074 | 02518 __:__
o 5 0102037 | 0.3296 | 03296 | 0.2087
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M
NATION SOLVED QUESTIQN,

BOARD EXA 1] ;
1 The steady state tWo dimenslonal heat flow In a metal platy of oy
30 x 30 om s defined w%;*g—," 0. Two adjacent sldes afp plag,,
o 100° C and other side at 0° G Find the tomperaturo at nner pojy,
assuming the grid size of 10 x 10 ¢m. (20137
Solution: 1 100 100 i
' 00
The metal plate can be drawn as,
Given that; 100
“g;l; * '%z’_[ £ ﬂ u, u, 30y
; Let the inner points be defined as uy, uz,
u3 and us. Now using standard five point 0\
formula, We have, . -
: cm

u.:%[wm 100 + uz +u3)

Uy Uy

i
0

100!
100

S

-=%(zqo+u;+u,a]
Uz =3 (0+100 4 us + ue) = (100 + uy + us)
u::%{0+1ﬂ0+u1+ud =:1{[m0*"1+ ts)

s :%[0+0+uz+ua}=%(uz + U3)

To obtairj the values let initial values of
ur=0,u2=0,u3=0and us =0 then

Using gauss Siedal method of iteration in tabular form

By
I :
20! Tk g (0 5
1| 7@00+0+0) [1(100450+0) 1(100+50+0) 3(375+375)
' =50 =375 =375 . =18.75
2 68,75 46.875 46.875 23.437
3 73.437 49,218 49,218 24409
4| 74609 49,804 - 49,804 24902
5 74,902 © 49951 49,951 24975
6 74,975 49,987 49,987 24993
| 7| 74993 49,996 49,996 124998
(8| 74998 49,999 49,999 24,9995
191 749995 49.9997 49.9997 2@
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a

Equation, ‘S8

vglu.BS nf Uy, Uz Uz and ug are corre

ﬂ,e required temperature at inne p
B0 < 749995 ~ 75°C
-u, - 49.9997 ~ 50°C
- 49.9997 = 50°C,

= 249998 ~25°C

;ni “'

Etupto 3 gg

Cimal
olnts are Places

“the value of C? then Press=
'thb value of D? then press =

¢ values are updated autcmaucally 50 conti
- required number of iterations.

2 Solve the Poisson equation V'f = 2x* y* over the sguare domain 0 < x
<3and 0<y <3 with f = 0 on the boundary and h = 1
[2013/Spring, zm%ptlng. 2018/Spring]

Solution: 1

Grenthat; TS AT A
. Vf=2x2y2 Y v ; B

Hlso the square domain of 0 <x<3and 0<y<3 S

vith = 0 on'the boundary. _ I R X

Misillustrated in figure as, e

Here, let uy, uz, us and us be the initial nndes of Jo

Poisson equation and replacing+¥” f by difference- X

#uation with x = ih, y = jk where, (h =k = 1)

n“ﬂ.mu+|.u»1|+u||:+u1.ﬁ1-4m|‘{2"m[1)

"'Wﬂeu:.putl-lj =B
N.Muz,nu.,:+uu-4ﬂ1.3"2[.”=(2]

% O+ 4u;+0-4u=8.
" whusegu =g
o,

= (uz + us - 8)
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Likewise,
For node uz, puti=2,j=2

or,

W2 % sz + Uzt 4 Uz - 422

W4 0+ue+0-4ur=32

n;;%[u:ﬂu-:ﬂ]

Fornode,usputi=2,J=1

+ U+ g+ g0+ U2z U

w4+ 0+ 0+uz-4us=8

or,

or, us+yz-4us=8
or, w=g(wru-8)
or, Us =1

Eqpation (2) becomes

wr= 4 (2ui-32) =3 (- 16)

Fornodeus,puti=1,j=1

or,

or,
or,

or;

of Numerical Methods

=2 (2)(2)

2122 (2

a1+ Uz +Uno + us 2 - 4upa = 2(1)%(1)°

0+ u4+6+u1_—4u3=2
u3=%(\ll +ue-2)

1
us=7 (2w -2)

us=3 (u-1)

()

Now, let initidl guess for w, uz, us and us be 0. Then using Gauss Seidel

method of iteration in tabular form.

A =g dis-8
1 _ 1 1
§0+0-8)=-2 | 3(-2-16)=-9 | 3(-2-1)=-15
! -4.625 -10.312 -2.812
-5.281 -10.640 -3.140
~5.445 ~10.722 -3.222
-5.486 -10.743 -3.243
-5.496 -10.748 -3.248
=5.499 -10.749 -3.249
B -5.499 -10.749 -3.249

Hence the required values of nodes are

‘m=uw=-5499 % -55
uz=+-10.749 = -10.75
u3=-3.249 =~ -3.25
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Torslon on a :quare bar of size 9 em
by V' u = —4 with Dirichjet

and h = 1. Calculate the steady l_lahb:::::rw condition of u(x, y) =

Assume & grid size of 3 cm x 3 g, lterate unti)

ditterence at any point Is correct to 1o the minimum

Gauss polnt Is correct to two decima) ﬂ:;lmﬂ Places by applying .

Seldel method. ces by applying gauss
Solution: [2014/Fai
Giventhaty

‘Pu=-4 | 2
wihu(x y) =0and h=1 e (1)
Tarsion on a square bar of size 9 em x 9 cm with idsi
pisillustrated in figure as: grid size of 3cm x 3 ¢m

let uy vz W3 and us be the internal points of ) ' b

hoisson equation and replacing V*u by difference W Jup

quﬁnﬂwitl‘tx:ih,y:jkwhere[h=k=1} ) ¥ ’

Then, Wt )+ Uien, g+ Wi jod + Wi o1 = duyy = -4 (1)2 0 o LT

Fornodeus, puti=1,j=2 - D
Upz+Uz 2+ U1+ UL3-duy2=-4 o

% 0+wtus+0-4u=—4 ] X
o wAu-duy=-4 ?
O m=4l[u;+u3+q.]’
Fornodews, puti=2,j=1
“l.l"l!s,lfu1,u+l.[2,z—4u:,1=-4

M w0404y -du=-4
tr, F““H"m=—4_

o I“W%{unun-i-] )
o lI"-l-ll 1

fode ug, putj =2, =2
U243z +uz g+ Uz - Auzz= -4
U404 u440-4uz=-4

'""‘%(lluun&}

o
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: or, W= % (wm+2) [rwm= UAJ :

For node us, puti=1j=1
© ugatuzpbunotuz-4uni=-4
oo, 0+u:+l:l+m-4u;=~4’

or, ll!BI(UI +l_h+4}
or, u:=§{u;+2]

or, u=ua’
Now, let the initial guess for us, uz, us and us be 0,

356 A U.qmpl.e'te Manual of Numerical Methods

Then using Gauss Seldel methnd ul’ Iteratlon In tabul fum

&)
1 3042)=1.
2 175 1.875
3 19375 1.9688
4 19844 19922
5 T 19961 1.9980

Here, the obtained values are correct up to two decimal places.
Hence the required steady state temperatures at interior points are

l.u-uz Ha—m—l‘)QzZ

4. Solve the Polsson equation V’f =(2+ x’n, over the square domain of
) Osx=3and0<y<3withf=0onthe boundaryand h=1.

[2015/Fall]

L) 0

uy o
Uz M Iy

Solution:

Glven that;
 Vi=2exty | ) ¥

Over the square domainof 0 Sx<3and 0y <3

with f= 0 on the boundary. .

Itis IIIustrated on the figure as.

Let u, uz, us and us be the interinr points and using

Poisson formula with x = ih, y = Jk where (h =k =1)
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f

golut o e llleTentig
/'—W i
el et + ULgL = A = (24 42 (1) :

rinle"mr point us, puti=1,j=2
i +ug‘g+|-“l+u13 4“13!24.(!}1
w+0-4du=4

P
D.}l.ll"'

o \= [u;+us‘4]
te1,“,1-pu;ln;l.ud:tltl'=2 =1

port® ul.:*’“"“m‘”u“ 4u;1=2+[z]!
m+o+u+Uz~4u|=6

ﬁl

e [uzf"“!'ﬁ]
on w3

imm;puintuz.putl = 2.]=2_

matUsz Uit U a-tuz =24 (2)1. 2

S+ 0+w+0-duz2=10
ol

m:%[unuc-lﬂ}

Fﬂ;muﬂar pointus, puti=1,j=1.

gprtUz It ULeF ULz =4 f=2 4 (1)%. 1

i 0+us+0+m-4uz=3

y weguewi-3)

iow,let the initial guess for us, uz, us and us be 0.
menusmg Gauss Seidel method of iteration in tabular rom

co g (w2
1 F(1+0-10) 1-1403) [Le275-1 )

1 z(0-4=-1 4 4 |

=-2.75 e | =-2.437
2 -1.9375 -3.5936 -1.8436 ~2.8593
3 -2.3593 - -3.8047 -2.0547 -2.9648
4 -2.4649 | -3.8574 -2.1074 -2.9912
5 -2.4912 -3.8706 -2.1206 -2.9978
6 -2.4978 -3.8739 -2.1239 -2.9995
7 -2.4995 -3.8747 -2.1248 -2.9999
8 -2.4999 -3.8749 -2.1250 -3.0000
9 -2.5000' -3.8750 -2.1250 -3.0000
10 -2,5000 -3.8750 -2.1250 -3.0000

Here, the obtained values are values are correct up to 4 decimal places.

Hence the required interior poluts are,
W=-25
Uz=-3875
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uy=~-2.125

p{ﬂm’u'm programimabld calculator
,\li,fﬁ'ﬂ:,’C'WiD_"“" i

followini In caleulator
Brc-4 D210, 0. ALD

of iterations

the,initial value of B, O and
uired k &

e |

5. Solve the Polsson equation ¥t = 2 + y, over the square domain 1 I
x<3,1%,<3withf=1on the boundary. Take h =k =1, m“""*;?

Solution:
Given that;
Vii=2x2+y

0 ’ 1 '
Over the square domain 1<x<3,1<y<3

With f = 1 on the boundary.
Itis illustrated in figure as:

Let s, uz, us and us be the interior points and using

Poisson formula withx =ih, y = jkewhere, (h=k=1)
Uset, 4 Wit + U1 + Wi 1 = 4 wi= (212 +§) (1)

Now for interior point uy, puti=1,j=2
Uoz#Uzz+ Uy +uys=du2=2(1)7+2

o, l+uz+uz+l-4m=4 i

2

‘or, wm+ui-dui=2

ory: . i =%[uz +uz-2)
For interior point uz, puti=2,j=2

Ui+ U2+ Uz 1+ lz - duzz=2(2)° +2
or, w+l+us+l-4uz=10

or, Hé=%[u1+u1-8}

For interior pointus, puti=1,j=1

Ug g+ Uzs# Upa+ U2 -duns =201+ 1
or, - l+us+l+ur-dus=3

or, u:n%[uj +ui-1)

For interior point us, puti=2,j=1

Up it U+ g0+ U2z - duz1=2 (2041
or, w+l+l+uz-dus=9

or, -%-‘(uu us-7)
l‘fuw let the Initial guess for us, uz, us and us be 0,

-

1

1

1

T
oyl
uy iy

1

1

1
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] " ong asg

gn using G“_"ss Sgldel method of teration in tabulay form

- o Ao L

Ei-? (02t 2) w2 z(\m-u,p?_ ,..1{“‘ b1y =
.1' ,_...—-—-——--—“ZEL-—_'E?_@__ .-2‘3750
0| 26750 -1.1250 =

e ey Ty L el ] I
1 -15000 -3.0625 -13125 = =2
T 15938 -3.1094 -1359% z::::

N — =&

’s'ﬂ =Rdea -13711 28731
=1 -1.6231 -3.1240 =
5 13741 -28745
6] — e ; ;
e T T e
g -1. =250 -1.3750 -2.8750
3| -16250 -3.1250 -13750 28750 |

hore, the obtained values are correct up to 4 decimal places
Hence the required interior points are

w =-1.6250
w2 =-3.1250
w=-13750
s, us=-28750,
Procedure to iterate in programmable calculator: AEERS

'ut, A=ut.B=m,C=ua,D-ua
Set the following in calculator; e SO
" Bs+C-2 . A+DCB [ A+D-1. BHC-T

e - E e o, oy o e 5
Now press CALC and enter the initial value of Baml C and’ continue
pressing =~ only for the required number of itcrations. HEN

6. Given the Poisson's equation. 4% =10 (* + y* + 10) over the square
domain0<x<3and0<ys3 with Dirichlet baundary condition of
f(x, y) = 0 and h = 1. Calculate the steady state temperatures at the
interlor nodes by using Gauss Seldel method. {2016/Fall, 2018/Fall]

Solution: , [ .

Given that; . ° —_| )
Nf=-10 (x2 +y2 + 10) : of———p

""el'thesquaredomainDSxSBanﬁUﬁyﬂ .| T LTI

With Dirichlet boundary condition of f(x ¥) =0 "

Itisllustrated in figureas: o

Let, uy, uy, us, us be the interior nodes and using v i

boisson formula with x =iih, y= jkwhere b }:} 10)+ (1)
Uier # Wgpg, g 4 Mgt + Uges = A0S -10(#+f+10)
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Now, for interior node us, puti=1,j=2

2
U2+ Uz, 2+ g,y 4 g3 = 4ug2= =10 (1) +(2)° +10)

of,  0+uz+us+ 0= =-150
o, W= %(lla +13 + 150)
For Interior node ug, puti=2,)=2

U2+ Uz + U1 + U3 = Hizz = =10 ((2)° + (2)7 + 10)

or, W +0+us+0-4uz=-180
or, W= ;1; (u1 +uy + 180)
For interior node us, puti=1,)=1

o1+ Uz,q + Uy, o+ g,z - 4uy, g = -10[(1)% + (1)*+ 10]

or,  O+uq+0+uy-4us=-120
Of  wi=(urtue+120)
For interior node us, puti=2,j=1

U1+ Us 1+ Uz + 2,2 - 4uz,1=-10 [(2)° + (1)7 + 10]

or, w+0+0+uz-4u4=-150
or,  u=dru+150)

Here, u;= u;:% (uz + u3 + 150)

50, w=1(u1+90) and us=1 (us + 60)
Now, let initial Guess for uy, u, us and us be 0.

Now, solving the equations by the Gauss Seidel method,

(U2 + 13 + 150) ux:%{uu‘}ﬂ] 1
1 37.5 63.75 48.75
2 65.625 77.8125 62.8125
3 72,6563 81.3281 66.3282
4 74.4141 82,2070 67.2071
5. 74,8535 82.4268 67.4268
6 74.9634 82,4817 67.4817
7 74,9909 B82.4954 67.4955
8 74.9977 82.4989 67.4989
9 74.9994 82,4997 67.4997
10 74,9999 82,4999 67.4999
Hence the required steady state temperatures at the interior nodes are
Ui=uy=75
uz=B825

and, u3=675
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solve the parabolic equation 2f, {x 1) =1,
Initial condition f(x, 0) = 50 (4 -:I.ns) : sd:::l"us
1o, =0=14,1)0<t<15, )

18 t<1s and given

th boundary congition
golution: [2017/Fan
Gmﬂﬂ'lﬂﬁ

(%, t} = 2fu (x. t)

mhawmeparaholicequaﬁon, II I lp
a_ & ogr &

& %o

where, c? is the diffusivity of the substance
=2 e

let, h=1- Spacing along x-direction, 0 <y < 4 :

Let, k=05 - Spacing along time, t-direction, 0<t< 1.5

Now, solving the parabolic equation using Schmidt method,
Wehave, ' :

Here, o lies between 0 < < 12 which satisfies the condition
The figure is illustrated as shown for f(0, ) = 0 = f(4,t)

raat et e |

@2 22 3.2 ¥

o 0
anl @nl e
. 2 “ 150 100 50
Here, boundary values for =
Us,0= 50 (4 - x) = 50 (4 - 1) = 150
Uz,0=50 (4-2)=100
us,0=50 (4-3) =50

From Schmigys formula, we have,
Utjor = 0 Uy, + (1 = 200) W)+ G Wisd )
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\

Substituting the value of u =1

ot = Uiet, g = Ui+ Used,)
w,fori=1,23andj=0

" Uy, 1 = [uno = g0 4 U] = =0-150" 100 = =50
ug1 = [0 = Uzo + use) = 150 = =100 + 50 =100
W1 = [Uz,0 = a0 4 Us0) =100 = 504+ 0=50

Fori=1,2,3andj=1
u;.s-[uu.;auu+ux,|]=0+50+100:150
U2z = (U1 = Uz +us,1] = -50- 100 + 50 = -100 -
A5z = Uz - U1+ wg 1] = 100 5n+u=50

Fori=1,2,3andj=2
w3 = [uo2-urz+ua2] =0~ 150+( 100)=-25ﬂ
uza=[uyz-uzz+uz]= 150+1OD+50 300
u3,3= [Uzz- Ug2+usz] =-100 =50+ 0=-150

8.  Given the Polsson's equation V'u = -10 (x° + y* + 10) over the square
domain such that 0 < x < 3 and 0 < y < 3 with Dirichlet boundary

condition of u(x, y) = 0. Calculate the steady state temperature at -

AR i th
interior points by suing ive over up o5
iteration. Assume h=k=1. : [201?."3_prfng]
Solution: 0.0
Given that; : s/ W
. Vu=-10 (x2+y2+ 109 ] 0 o B LN P
Over the square domain; 0<x<3and0<y<3 ¥
With Dirichlet boundary condition of u(x, y) = 0 0 =B LT S
Itis illustrated in figure as: ]
Let uy, uz, us and s be the interior points and using 0 0
Poisson formula with x = ih, y = jk where (h=k=1) - x
Uit | Uiot, |+ Ut o = 4y = =10 (i2 + 2.+ 10) « (1)
Now, for interior point u;, puti=1,j=2 ’)
Up,2 +Uz.2 + Ui, 1+ Ug, 3= duy 2 = -10 [{1}’1-(2]“10] "

or, D+I.tz+l.l!+ﬂ -4u =-150
or, ux-;r(ununlso}
For interior node uzputi=2,j=2

un+u~:.nun+uu 4'-'3-2—‘10[[2}2+[Z)‘+1t|]
ar, U:+G+U1+0 4uz=-180

or, u =-‘r(u1 + U4+ 180)
For interior node us, put i = 1,)=1
Un,a # Uz 4 us,0 + U2 = 4 ug= =10 [(1)2 4 (1) + 10]
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so],utln.n of Partig] Diffey
entia) g
Uatig

.I

19 ;

" ek ues120)

n

:‘Dflnteriornode unputi=2,j=1 y
upr U UZo+ U2 - dug g =1 [[2]I

12
u3+0+0+u:;-4uq—--15 (1) + 10]

o s :z["!"‘u!"‘lsﬂ]

L :
ere, i = e = (U2 + Uz + 150)

iy 1
w0 u;:%‘[uH?O] and ua‘f[ul*‘ﬁﬁ)

Now, using successive over relaxation method
We ha,\fE-
=(1-w) x{ + w [Gauss Seide] iteration]

Here, W is relaxation parameter which value lies fmm 0 <w<2for

convergence reason.
Lets choose w = 1,25

¥ = -0.25x} + 1.25 [Gauss Seidel iteration]
Now, the equations are formed as

125
uf*' =-0.25 uf + T (ul + uf + 150)

1.2
uf" =-0.25 uf + =5~ {u“" +u} + 180)

i 13
uit=-0.25 uj+ [ui“' +ul+120)

n+l il n+l

1 ;
us --OZSU4+—(u +uj" +150)

Here, ui*' =

Then, u}** = -0.25 uf +0.3125 (u} + ul + 150) = ui"!
! =-0.25 ul + 0.3125 (uf*! +ui + 180)
uf” =-0,25 uj + 03125 (uf"! + ui + 120)
Let the initial guess for g, Uz, U3 ‘and us be 0.
Now, 1% iteration,
. Pwn 0
ub=u® = -0.25 ul + 03125 (uf + i + 150)
=-0,25 % 0+ 03125 (0 +0+150)
= 46,875
ul=-0,25 ud + 03125 (ul +ul+ 180)
" =0+0,3125 (46,875 + 0 + 180)
=70.8984

ME—

e ——
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ul = ~0.25 uf + 0.3125 (ul + ul + 120)
=0+ 0.3125 (46,875 + 0+ 120)
=52,1484
Likewise,
2" jteration, n =1 ;
ut=-0.25 u} + 0.3125 (uf + ul + 150)
=73.6084
vl =-0.25 b+ 0.3125 (uf + u} + 180)
=76.1765
ul=-025 u} + 03125 (uf + u} + 120)
=62.1140
ui=ui=73.6084
3" jteration, n = 2
uf=-0.25 u} + 0.3125 (u} + ud + 150)
=71.6887 _ '
“ui=-0.25 ud + 03125 (ui + uf ++ 180)
| =B2.6112
uf= =025 uf + 03125 (ui + uf+ 120)
=67.3768
ui=ui=71.6887
4™ iteration :
n = 3 then
ut=-025 uf +0.3125 (ul + ud + 150)
=75.8241
uf=-025 ul + 03125 (uf + ul + 180)
= B1.6950
ui=-025 ul + 03125 (u} + ui +120)
= 66,7536
ul=uf=758241
5™ jteration, n = 4
ui =-0.25 ut + 03125 (uf + u} + 150)
=743092 P
ui=-0.25 uf + 03125 (uf 4 ui + 180)
= 82,7429
uf = ~0.25 uf + 03125 (u} +ud +120)
= 67,7283
ui=uf = 74,3092
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jution of Partial Differential Equations agg
so ——

{red steady state temperature at Interlor points are

xemnredrawforw.chuolumn ]
values of A7, B? and C? when asked again,

given the Polsson's equation A' ’f = 4x? y* over the square domaln 0 <
x <3 and 0 <y < 3 with Dirichlet boundary condition of f(x, y) = 100
and h = k = 1. Calculate the steady state temperatures at the Interior
nodes by using Gauss Seidel method. Iterate until the successive
values at any point is correct to two decimal places. [2019/Fall

solution:

* Given that;

Nf=4xty?
overthe square domain 0 <x<3and0<y<3
\ith Dirichlet boundary condition of f(x, y) =100

Itis llustrated in figure as,

. S

100 ! 100

100 o N - T

. ;

100 Y M lipo

00— m00 1
X

Lm.,, uz, us and us be the interior nodes of Poisson's equation with x = ih,
Y=jkwhereh=k=1
Then, uy, § 4 g, | + Uger + Uier - 40 = (42 i2) (1)
Fornode uy, puti=1,j =2
o2 +uzz 4+ s + g3 - 4us,a = 4(1)° @*
100411: +uz+100- 4m =16
"1';[1111-“;4-184] ] '
node uz, putf = 2, ) = 2
Utz 4+ us, B+I.l‘:_]+l.|‘s,s-4l.l‘l.l“'(2) @’

5

or,
or,

‘
{
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or, U+ 100 +us + 100 ~4uz = 64 ;
or, uwé(uuunlsﬁ)

Fornode us; puti=1,=1 ks
W1+ Uzg Uy p + U2 - dus s = 4(1)° (1)

or, 100+ u4+ 100+ uy - 4us=4
or, W =%-(m + 4+ 196)

Fornode ws, puti=2,j=1 el
Uyt # s+ g0+ Uzz=4uz1 =4 (2)" (1)

or, us+ 100+ 100 +uz-4u=16

or, ‘w= % (uz +us + 184)
Here, m=w = % (uz +uz + 184) then,
ur =3 (w1 + 68)

3= (1 +98)
Let the initial guess for uy, uz, us, us be zero.

Now, using Gauss Seidel method in tapuli_ir farm. _
raton| = w0+ 100) | weeF 00 68) | = @ees8y]
1 46 57 72
2 78.25 73.125 88.125
3 86.3125 ] 77.1563 92.1563
4 88.3281 78.1641 93.1641
5 88.8320 78.4160 934160
6 86.9580 784790 .| 934790
y 88,9895 78.4948 93.4948
8 88,9974 78.4987 93.4987
Hence the required values of temiperatures at interior nodes are ,
1= us=B8.9974 :
uz = 78,4987

and, u3=93.4987 .

[l s
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1 k
.or, Ul—1.|+um.j+ul.H+u1.jq—4-uL,—9x243(9 ﬁ)

golution of Partlal Differential Untiong g
67

0 I %
golve the Polsson's aquation uy, + uyy = 243 'xt 4 by g0 o

<1 1 8quare
d.,'mnlntls:stosv, with step size h FWIth U = 100 o yq
|' poundary. IMT%PHng!
3’““ on: -
given thati

e + Uyy = 243 (32 + %)
(ver a square domain0<x<1,08y<1
Withu = 100 on the boundary.
tis Hlustrated in the figure as,

100 100
100 100
A}
100 T S 1) ?
) u u, ’
100 2 100
00— 55 To5—— 190

X

Letuy, uz uz and u4 be the interior nodes of Poisson's equation and replacing

U= + Uyy by difference equation with x = ih, y = jk whereh=k = %

Then, Witj+ Uses,j+ Upjt + e = 4uyy = h? £(ih, jk)

9

or, lll11*u|o1|.+LI|J-1+uL}'1-4UL1=3[i2+]]
Now, for node u,puti=1,j=2

) Iln.z+uz2+1.l1.l+ll13 4u11-3[12+2]

or, 100 +uz+us+ 100 -4ui=15
or, ur=7(u+us+185)
Fornode uz, puti=2,j=2

U2+ U2+ Uz +Uz3 - Hizz = 3[(2)° + (2]
or, up+100+us+100-4uz=24
o, uz s%[uuuul'?ﬁ} :
Fornode us, puti=1,j=1

U0t g1+ U0+ g2 = 4ugs = 3[(1) 2+ (1)1
or, 100+ui+100+u-4us=6

or, . ua=%{u1+uui9-ﬂ
For node us, puticz,)n 1
U1 +u1,;+uu+u;.=-4u=.

=3[t 3

aeney
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of,  us+100 1004z - iy = 15 '
or, -mu%(u;+ua+185)
Here, ui=u4 =% (uz2 + uz + 185) and
uz-'%-(lu +88), uz =i-[tl1 +97)

Let the initial guess for uy, uz, us and u4 be zero.
Now, using Gauss Seidel method In tabular f_r.-n'n,

e T

1 46,250 67.125 71.625

2 80.938 84.469 88.969

3 89.610 88.805 93305
. 4 91.778° 89.989 94389

5 92.320 90.160 94.660

6 92455 90.228 94,728

7 92.489 90.244 94,745

8 92.497 90.249 94,749

9., 92,499 90.250 94,750

10 92,500 90.250 94750

Hence the required values of interior points are,
U1 =u4 =925, uz = 90.25 and uz = 94.75

11, Solve the Poisson equation V'f = dx? ¥ + 3xy’, over the square
dmm_lnxsa.1s'vs&wlthtonthobuunhryluglmhhﬂ
[2020/Fall]

below. Tlh h=k=1.

Raiear 39 oTegss
ot ; 186
0 - 219
0 210
ol Ja "
DS | R . el
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gsolution of Partial Different|n] Bauations fa6p
LA

e

thati
Pir=dxty+3xy?
oyerthesquare domaln X <3, 1€y <3 with [ on the boundary

17 107
0 .6
Oyl g
0 Uy iy 210
T

Letus, iz, Ua and ua be the Interlor nodes of Polsson's o

Then,

Ut + Mo+ WLt + Uuger = duy = (1) (412) + 3153)
o6 UL+ Ui+ UL+ U= dug = 413 4 312
Now, for node, uy, puti=1,j=2

o2+ Uz2+ Up, 1+ Uns - dug =4(1)* (2) + 3(1) (2)*
o, O+uz+uz+ 17 -4uy =20
or, “1=%[uz+us-3]
Now for node ua, put i = 2,j=2

ULz Usz + U2 1+ Uz s - gz = 4(2)° (2) + 3(2) (2)°
O Wi+219+u4+19,7-4uz=56
W= (ueu-144)
Fornode-us, puti=1,j=1

Uor+uz s+ uy,0+ sz - 4uyi = 4(1) (1) + 3 (1) (1)°
% 0tuw+1214u-d4uz=7
or, us=%[\u +u+5.7)
For node s, put i = 2,j = 1 y
Uni4 s+ uz0+uzz - 4uz = 4(2)° (1) + 3(2) (1)
Us+21+412,8+uz - dus=22
" wsf(neus+118)
Let the ) guess for s, uz, ua and us be zero,

*Using Gauss Seidel method in tabular form,

or,
o,

quatlon and replacing
7*fby difference equation with x = Ih, y = |k where, (h=k=1)
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uz=
Itr ;';_[m +u'57)|3
T -3.788 1238
< 3360 1.656 2522
= 3264 1.761 2574
i T e 3238 . 1.787 2587
5 -1,113 -3.231 1.794 2.591
& -1.109 -3.230 1.796 2.592
7| -1109 -3229 1.796 2.592
L8 -1108 3229 1.796 2.502
Hence the required values of interior points are :
u=-1.108
uz=-3.229
uz = 1.796
and, u=2592 g
'NOTE: A

Procedure to iterate in programmable calculator:

Let, ﬁxu\,B"-u:,C-ua.D-\.la

Set the following in caleulatar: : ]
h.ltc_u'ii-ﬁ_nﬂ:}— 144, .MIJ; 7. 1.

Now press CALC and enter the initial value of B and C

pressing = only for the required number of iterations.

12 \_N'rihe short notes on: Laplacian equation.

[2013/Fall, 2013/Spring, 2016/Fall, 2016/Spring)
Solutlon: See the topic 6.2'C", of
13.  Write short notes on; Hyperbolic equations, [2015/Spring]
Solution: See the topic 6.2, 'F', s
14.  Write short notes on: Laplace malhod for partial differential.

[2017/Fall, zo1lM1

Solution: See the topic 6.2 c.
15, Write short notes on: Parabolic equatiori, [2017/Spring]
Solution: See the topic 6.2.'E',
16, Write short notes on Elliptical equations. [2017/5pring]

Solution: See the topic 6.2. '8',
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Solution of Partial Differential Equatio a7
. ns 1

ADDITIONAL QUESTION SoLuTion

2
1. Sclve the elliptic equation V'u =0 in the square plate of
cm If the boundary values are given 50 on one side of t‘::e p?a:;" : :
30 on its opposite side. On the other sides the values are give 1rl
Assume the square grids of size 2 cm x 2 ¢m, -

solution:

Given that;
~ Elliptic equation V'u =0,
From the given boundary values, the figure can be illustrated as,
so— 1010 10

0
50 Uy ] Uy 30 ’
50 Uy U Mg 30
50 L] Uy Uy 30
50 Dj -
10 10 10 3

Let the inner points be defined as us, uz, us, us, Us, Ug, U7, Us and ua as shown
Then we find the first initial values as

1 4
us =3 [50+10 +30 + 10] (Using standard 5-point formula)

=25
1 .
w1 =7[10+50 + 50 + 25] (Using diagonal 5-point formula)
=33.75
Likewise,
& = % [10-+ 30 + 30 + 25] (Using diagonal 5-paint formula)
=23.75 p: ; %

uz =é [10+ui+us+ u;i (Using standard 5-point formula)

=7(1043375+2375+25]

=23.125 !
fess % [10 + 50 + 50+ 25] (Using diagonal S;polnt formula)
=3375 - e
e :1;' [10+30 +_3D + 25] (Using dlagonal 5-point formula)
=23.75

/

-
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i _% [50 + g+ us + us) (Using standard S-point formula)

=§ [50 + 33.75 + 25 + 33.75)
= 35,625

S %_ [30 + us + us + ug] (Using standard 5-point formula)

= 1(304 2375 + 25+ 2375 = 25,625

- :1‘ [us + s + us + 10] (Using standard 5-point formula)

=dpps+3arss2375+10)
223125

Now, we can carry out Gauss Seidel iteration using standard 5-point formula,

Iteration 1, putn=0at :
i =1 110450+ u + ul] = 160 + uf + )

ul =3(60+23.125 + 35.625] = 29.6875
ut =210 et +ul +ud]=F (1040l + e ud)
ub =3 (i0+29.6875 +2375 +25] = 221094
" =2 [10+ 30 + ut +ul] = (40 + ud + uf)
ul =3 (404221094 + 25.625) =21.9336
u’.‘“m%[u?“-rng-n-nh 50] =%[u¥ +ul +uf + 50
of =3(29.6875 +25+33.75 + 50] =34.6094 _ ‘
ui":%[u!“ +ud? +u2+u5]=%[u_1+ ul +ul +uf]
ub =3 [29.6875 + 34.6094 + 25.625 + 23.125] = 28.2617
uf? =% [ud*t + ul*! +uf + 30] = %- [ud + ud +u + 30]
ub =7[21,9336 + 282617 + 2375 + 30] = 25.9863
uft = 2l +50 + 10 + ub] =  [ul + 60 + uf)
4 ub =}[346094 460 +23,125] = 294336
uf*! =%[ui" +ult 410 + uf] = % [ub+ub+ 10 +uf]

i3 ;
#  ub =7[28.2617 +29.4336 + 10 + 23.75] = 22.8613
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= (o + 0l + 10430 = 3 ful + b+ 40)
ub = [25.9863 + 228613 + 40] = 22.2119
Likewise, putn = 1 and carry out the iterations

uf =29:1797 uf=22,3438
ud = 22,0825 ui=34.2188
" ui=263526 © ul=251618
ui=29.2700 . uf=21.9586
uf =21.7801
putn = 2 and carry out the iterations
ul = 29.1407 ul = 21.8940
ul=21.7640 ui = 33.6908
ul=25.6763 ué = 24.8051
ul=289124 ui=21.5922
uf =21.5993
* Similarly, the iteratduns are carried out upto required significant differences
for the inner points,

2 Solve the elliptic equation u. + u,y = 0 on the square mesh bounded
byusxsa,tIsysa.Theb_nuudary values are u(x, 0) = 10, u(x, 3) =
90,0<x<3and u(0,y)=70,u(3,y)=0,0<y=<3.

Solution:
Given the elliptic equation
Uy + Uyy = 0
Now, using the boundary values provided, the figure can be illustrated as
u(x,0)=10 , u(0,4)=70
ufx,3)=90 , u(3,y)=0
. 90 90
T 7 Ao R - S Y
¥ =0 Uy ll"‘ 0
10 10
X —

Let the inner points be defined as uy, uz, us and us.

Now, using standard five point formula
We have,

“!':1;(7a+90+ u;+u;‘}-%(1§0+u=+u;}
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To obtain the values, let initlal guess be,

u:--}‘[m‘mw. 4111}':;1{(.90”" +14)

H\ﬂ%{UI +70+ m+m1=;'{(nn + g+

W= (04104034 w) = 3 (104 uz+us)

uy =0, 02 = 0, us =0 and i = 0 then,

e |

Using Gauss Seltlel method of iteration In tabular form,

I DT u= BT e P
lm' %-[;150 +U2+13) 31[90+|_1;+u1) %[30+u|.+ us) ':1{'(1'04-u:'+_u,],
1 1 1 1 =
1 ‘(160+0+n] 7(90+40+0) 1{BO+4U+U} I(lﬂ+32.5+3|}}
=40 =325 =30 =18.125
2 55.6250 409375 38.4375 223439 |
3 59.8438 43.0469 40,5469 23.3984
4| 608984 43.5742 41.0742 23,6621
5 61,1621 43,7061 41,2061 23.7280
6 61.2280 43.7390 41,2390 23.7445
7 61,2445 43.7473 41,2473 23.7486
8 61.2486 . 43,7493 41,2493 23.7497
9 61.2497 43,7498 412498 23.7499
10 61,2499 43.7500 41.2500 23,7500
11 61.2500 437500 | 412500 23.7500
Hence the required values of interior points are
u=61.25
uz = 43,75
us=4125
and, us=2375
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